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Keynote 1: Engineering education challenges: Learning to solve
real-world problems by working interdisciplinary, remotely, and
with the latest technology

~ « Mario Wolf, Digital Engineering Chair
« Bianca Wolf, Excellent Teaching and Learning in Engineering
both at Ruhr-University Bochum, Germany

As digitalization advances in all areas of life, digital and social competencies are becoming integral
to the competence profile of tomorrow's engineers. Digitalization has the potential to make university
teaching more efficient and effective in many aspects, in addition to conveying new and relevant
knowledge in the student’s chosen field. One possibility is to provide access to practical learning
units when attendance at the university campus or an associated laboratory is not possible or if
collaboration takes places in a concurrent course on multiple international universities. Technology
further enables the type of communication and collaboration that becomes more and more relevant
in, potentially, globally distributed engineering teams. In this keynote, we will briefly review the basic
ideas of educational science, how to apply them in engineering education, and how to use virtual
experimentation to redesign existing lectures with clearly-defined learning and practical objectives.
Next, we will introduce product development and/or engineering that thrive on the interaction of
people from many disciplines and backgrounds. We want to discuss what it's like to cross
disciplinary boundaries and engage with the attendees to uncover synergies for future engineering
(education) collaboration.

Keynote 2: How Dependable is the Digital Twin?

« John S Fitzgerald, Newcastle University, United Kingdom
o Peter Gorm Larsen, Aarhus University, Denmark

The rapid growth in interest in digital twins is fueled by advances in
) ; data gathering, machine learning and digital representation of assets.
Some estlmates place the size of the market in this technology as high as $100bn in the coming
years. However, although the growing literature on digital twins covers applications as diverse as
transport, energy, and built environment, it is limited on the principles underpinning their successful
design and construction. Combining real-world data with design information and learned models, a
digital twin can support analyses that inform interventions in a physical system, updating the digital
twin in turn. As we come to rely on such twins, we must consider how dependable they are as a
basis for decision making. Can we rely on a twin that is a heterogeneous multi-disciplinary
compound of models owned by different stakeholders that constantly evolves with its physical
counterpart? Drawing on experience in several domains, we will begin to chart a course towards a
discipline of Dependable Digital Twin Engineering including foundations, methods, and tools to
engineer digital twins that so that reliance can justifiably be placed on their correct operation.
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Development of an ontology for the representation of firefighters’ data
requirements during building fire emergencies

Guyo E.»2, Hartmann T.?
1. Technische Universitat Berlin, Germany, 2. Trimble Solutions Oy, Finland
eyosias.guyo@trimble.com

Abstract. Firefighters require accurate and timely information regarding a building and its
environment to perform their duty safely and effectively during a fire emergency. However, due to
the chaotic nature of building fires, firefighters often receive erroneous, conflicting, or delayed
information that can affect the outcome of a hazard. In this paper, we propose a solution in the form
of an ontology that defines building and environmental data needed by firefighters during a building
fire emergency. The ontology can be a basis for developing intelligent tools and systems that collect
building and environmental data from different data sources and provide comprehensive information
to firefighters. It can also facilitate the data exchange process between the different personnel
involved in emergency response. The ontology was developed by following the
METHONTOLOGY method, and it was implemented using the web ontology language (OWL) in
Protégé 5.5.0.

1. Introduction

Firefighters employ different strategies to safeguard occupants, reduce property damage, and
protect themselves during building fires. They devise their strategy based on the best available
information they have at any given time (OSHA, 2015). Hence, the availability and quality of
information play a vital role in the outcome of an emergency. Additionally, Firefighters should
be made aware of any hazards or obstacles they may come across outside or inside the affected
building ahead of time. At the same time, overloading firefighters with excess information
should be avoided since it can cause difficulty and confusion in data collection and
interpretation (Li et al., 2014). The success of a firefighting strategy relies on providing the
correct information and resources to the right people at the right time (Xu and Zlatanova, 2007).

However, acquiring and communicating accurate and timely information during a fire
emergency is challenging. Occupational safety and health administration (OSHA, 2015)
provides insight into the difficulties firefighters face when acquiring information at an incident
site. According to OSHA (2015), firefighters have a frequently changing workplace which is
an emergency site. Hence, it is unlikely for them to know their next workplace ahead of time.
Furthermore, they operate in a mentally stressful environment while performing physically
exhausting work that makes collecting, interpreting, and communicating information
challenging. Moreover, they may need to operate during the night or in harsh weather
conditions. These conditions, possibly combined with smoke from the fire, will reduce
visibility. In such conditions, firefighters find it difficult to fully comprehend their environment
and gather information from different signs that are used to communicate valuable information
to the firefighters. The challenges are further magnified in complex building structures such as
high-rise buildings and underground structures. Any delay caused by these issues might
adversely affect the subsequent operation and the overall outcome of the incident. Mishaps such
as poorly located fire hydrants, unclear fire alarm information, or inaccessible equipment can
result in a delay during which the fire likely grows and becomes more hazardous to occupants’
and firefighters’ lives (OSHA, 2015).

https://doi.org/10.7146/aul.455.c190 1
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Solution for the problems discussed in the previous paragraph can be provided through
intelligent tools and systems that collect required data about an affected building and its
surrounding from different data sources and provide comprehensive information to firefighters.
Such intelligent tools and systems can assist firefighters in conducting their tasks with the
utmost safety and effectiveness (Balding, 2020). However, before designing such systems, we
need to have a well-defined understanding of firefighters’ data requirements. Ontologies can be
used to establish such understanding. They enable us to develop machine-understandable
definitions of different concepts in a given domain along with their relationships (Noy and
McGuinness, 2001). Through ontologies, a shared understanding of a domain between people
and systems can be established (Neto et al., 2021).

In this research paper, we present an ontology that models firefighters’ data requirements. The
ontology will represent the data firefighters require regarding different elements and features
inside an affected building and its surrounding. The ontology can then be used to design systems
that gather and integrate data from different data sources and provide comprehensive
information to firefighters during building fires. Having a well-defined data requirement will
also facilitate the data exchange process through various mediums between the different
personnel involved in the emergency response (Jones et al., 2005). Understanding how first
responders interact with building features can also assist building designers in designing
structures that ensure firefighters’ safety and provide necessary firefighting features (OSHA,
2015). The paper is structured as follows. Section 2 discusses existing ontologies related to
building fire emergencies. Section 3 presents the method we employed to develop our ontology.
Section 4 provides a detailed discussion of the firefighters’ data requirement ontology we
developed. Discussions and conclusions are provided in Sections 5 and 6, respectively.

2. Related Works

A study conducted by Li et al. (2014) has shown first responder’s heavy reliance on peoples’
experience, memory, and observation to gather information during fire emergencies. This
reliance could bring negative consequences. A fire emergency site may become chaotic and
confusing (Li et al., 2014). Under such circumstances, firefighters may find it hard to describe
and communicate information accurately. Additionally, memory and experience differ from
personnel to personnel. Moreover, as noted by Li et al. (2014), human memory might introduce
human errors. Hence, Li et al. (2014) concluded that advanced tools and technologies that assist
first responders in overcoming these limitations are necessary.

Adapting new tools and technologies for firefighting should be done with great care since
firefighting is a potentially dangerous work (Balding, 2020). Therefore, having a well-defined
understanding of firefighters’ data requirements is essential to developing tools that ensure
safety and effectiveness. Ontologies are one method of creating such understanding. Ontologies
can establish a shared understanding of a domain between people and systems (Neto et al.,
2021). We can define a set of data and their structure through ontologies, which can then be
used by different problem-solving tools, applications, and systems (Noy and McGuinness,
2001).

Some ontologies we identified, such as the DoRES ontology (Burel et al., 2017), focused on the
general representation of concepts related to wide-ranging crisis events. Other ontologies, such
as SEMAJA ontology (Malizia et al., 2010), focused on communicating information to affected
people during emergencies. In some ontologies, the focus was put on the emergency providers,
including firefighters. However, in these ontologies, the emergency was not mainly focused on
building fires. Fan and Zlatanova (2011) proposed an ontology that relates the different
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organizational units involved in emergency response with the data they require and the
processes they take part in. spatial data was the focus of the ontology. Their proposal requires
emergency responders, including fire brigades, to have their own ontology representing their
geospatial data requirement. Saad et al. (2018) developed and implemented an ontology that
established a common vocabulary between team members (human and robots) during urban
search and rescue efforts. Gang Liu et al. (2011) developed an ontology that focused on
community-based fire management. However, it only represents high-level concepts that are
aimed towards the affected community rather than firefighters.

We have also identified a group of ontologies that are explicitly focused on emergency
scenarios in buildings. Nuo et al. (2016) developed an ontology to generate a semantic graph
of a building in times of fire emergency. The graph could then be used to obtain smoke spread
information and escape routes. The ontology aimed to support rescuers and victims during the
rescue process. Bitencourt et al. (2018) developed the EmergencyFire ontology to support
standardization and sharing of building fire response protocols. The ontology models the
procedures and actions taken during a fire emergency, and it provides terms that can help
describe the emergency. It also captures knowledge regarding the involved organizations, the
resources they can deploy, and the form of communication they use. However, a detailed
representation of knowledge regarding building features and building surroundings that are
important for firefighters’ operation was absent since it was outside the scope of the ontology.
Neto et al. (2021) presented an ontology to assist the information exchange between the
different parties involved in the building evacuation process during fire emergencies. The
authors believe the ontology helps to understand the building evacuation domain and
contributes to the development of applications and systems that can be used during building
evacuation. Finally, we have the Smart Building Evacuation Ontology (SBEO) that represents
knowledge regarding buildings and their occupants that can be useful for the safe evacuation of
people during emergencies (Khalid, 2021).

Overall, several ontologies with concepts that can apply to building fire have been developed
in the past. Some provided only a general representation by focusing on top-level disaster
management. Other ontologies explicitly made their focus on building fire emergencies. They
described concepts related to hazard description, firefighters’ actions, and building evacuation.
However, the representation of data needed by firefighters regarding building features and the
building’s surroundings were minimal and outside the scope of those ontologies. Therefore, we
propose an ontology that can fill the gap. The ontology we present in this paper provides a
detailed and comprehensive representation of the data firefighters need about several features
and components of an affected building and its surroundings. Based on this new ontology,
intelligent systems and technologies that collect and provide essential data to firefighters can
be developed. The ontology can also be used to facilitate the data exchange between the
different personnel involved in building fire emergency response.

3. Research Approach

To develop our ontology, we followed the METHONTOLOGY method proposed by
Fernandez et al. (1997). METHONTOLOGY is a well-structured method to develop ontologies
from scratch. The consecutive phases of the method we followed are specification,
conceptualization, and Implementation. While going through the three development phases,
knowledge acquisition was also conducted simultaneously. METHONTOLOGY includes two
additional phases, which are integration and evaluation. These phases are outside of the scope
of this paper.



29™ International Workshop on Intelligent Computing in Engineering (EG-ICE)

Knowledge Acquisition: The knowledge captured in the ontology was gathered from the
analysis of scientific papers, a manual, and two international codes. The scientific papers
include a study conducted by Li et al. (2014) with 29 first responder participants to evaluate
firefighters’ information need during a building fire emergency response; A study by
Isikdag et al. (2008) where data requirements for a successful fire response management
operation were identified; a workshop conducted by the National Institute of Standards and
Technology (NIST) with 25 participants on the information need of first responders (Jones et
al., 2005) and multiple studies regarding environmental factors that influence the spread of fire
(Ghodrat et al., 2021)(Santarpia et al., 2019)(Heron et al., 2003). A manual published by OSHA
that provided detailed information regarding firefighters’ typical interaction with building
features and fire protection systems during fires hazards was another source of knowledge
(OSHA, 2015). The international building code (International Code Council (ICC), 2018a) and
the international fire code (ICC, 2018b) were also used.

Specification: In this phase of the ontology development, a specification document is prepared.
The document specified the purpose and scope of the ontology and its intended use (see
Table 1). A glossary of terms that should be included in the ontology was also prepared. This
action continued with the subsequent phases as more knowledge was acquired. The glossary of
terms allowed tracking of terms that needed to be modelled and ensured they were not missed
(Fernandez, Gomez-Pérez and Juristo, 1997). It was also helpful to filter out synonyms or
irrelevant terms.

Table 1: Ontology specification document.

Requirements Descriptions

Domain Building fire emergency

Building an ontology to represent data regarding several features and components of a

Purpose building and its surroundings that firefighters need when responding to building fires.

The focus is on data about an affected building, its different components, and its

Scope surrounding.

The ontology can be a basis for developing tools and systems that gather essential data
about a building and its surroundings and provide the collected data to firefighters in an
Intended use integrated form.

It can also facilitate the data exchange process between different personnel involved in
emergency response.

Scientific papers: (Li et al., 2014), (Isikdag, Underwood and Aouad, 2008), (Jones et al.,
2005), (Ghodrat et al., 2021), (Santarpia et al., 2019), and (Heron et al., 2003).

Manual: (OSHA, 2015).

International codes: (ICC, 2018a), and (ICC, 2018b).

knowledge source

Conceptualization: In this phase of ontology development, knowledge is structured in a
conceptual model (Fernandez, Gomez-Pérez and Juristo, 1997). First, the glossary of terms that
were created in the specification phase was completed. These terms represented different
concepts and their properties acquired through knowledge acquisition. A middle-out approach
was used to identify the terms. As pointed out by Fernandez et al. (1997), this approach first
identifies primary concepts that need to be represented in the ontology. Then, based on
necessity, the concepts could be specialized or generalized. International codes were used
whenever possible to generate concise and consistent terms that others can reuse in the future
(see Table 1). The terms in the glossary were grouped into classes, properties, and instances.
Finally, relationships were established between the terms.
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Implementation: The next phase in the ontology development was implementing the ontology
in a formal language. The web ontology language (OWL) was used to implement the ontology.
OWL can represent the meaning of terms and the relationship between terms in a machine-
interpretable language. Protégé 5.5.0, an open-source application, was used as the development
environment to create the OWL file. The following section will describe the ontological model
that we named Firefighters’ Data Requirement Ontology.

4. Firefighters’ Data Requirement Ontology

The firefighters’ data Requirement ontology represents concepts regarding the data firefighters
need about an affected building, the building’s features, and the building’s surroundings. In
protégé, several classes were created to represent different concepts. OWL provides the
ObjectProperty feature to represent the relationship between two classes and the
DatatypeProperty feature to represent the relationship from a class to a data value (McGuinness
and van Harmelen, 2004). We have used both features extensively in the ontology.

In this section, the ontology is described with the help of figures (Figure 1 — 3). In the first two
figures, the following convention is used. The red box emphasizes a class, and the yellow boxes
represent all other classes related to the class in the red box. Different lines are used to represent
different relationships. Solid lines with a black ‘is a’ text indicate subclass relationship. Solid
lines with a blue text indicate ObjectProperty relationship between classes, and broken lines
with a green text indicate DatatypeProperty relationship from a class to a data value. Lastly,
the deep purple blocks indicate instances of a class. Sometimes a thick black arrow is extended
from a class to indicate the existence of more information that is not shown in the figure. And
a yellow box with three dots is used to indicate the existence of more subclasses.

The ontology uses IncidentSite class to represent the site where the building with fire hazard is
located. This class is shown in a red box in Figure 1. The class is related to IncidentBuilding,
SurroundingTerrain, SurroundingStructure,, FireCommandCenter and WeatherCondition
classes. The IncidentBuilding class represents the building where the fire hazard occurred. The
classes SurroundingTerrain and SurroundingStructure represent the terrain and structures
surrounding the incident building, respectively. A fire command center is a dedicated location
where the status of fire protection systems, alarms, and other emergency systems can be
monitored and controlled (ICC, 2018b). The FireCommandCenter class is related to the
ControlPanel class, which represents the different control panels firefighters would want to
locate and use to control several building systems and utilities. The IncidentSite class is also
related to the WeatherCondition class, which represents weather-related information
firefighters may want to know, such as wind speed, temperature, and precipitation. The
IncidentSite class is also related to the Address class, which captures several types of addresses
required during a building emergency.

The SurroundingStructure class represents all artificial and natural structures surrounding the
incident building. The subclass of SurroundingStructure represents powerlines, pipelines,
hazardous materials, and obstructions such as fences. Information about these environmental
elements is essential because they could obstruct firefighting operations or even cause severe
injuries to the firefighters (OSHA, 2015). Fire can spread from the incident building to its
surrounding through vegetation. Hence, vegetation surrounding an incident building is
represented using the Vegetation class. A fire lane is an access road designated for the passage
of fire apparatus (ICC, 2018b). This class is also a subclass of the Road class. In addition to the
fire lane, the Road class represents the road that leads to the incident site (RoadTolncident).
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Figure 1: The IncidentSite class, its properties, and its relationship with other classes.
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Fire hydrants are essential for most fire suppression operations since they provide access to a
water supply system. We modelled information that should be provided to firefighters in
advance to locate and connect to a fire hydrant rapidly. The FireHydrant class is related to two
classes representing water sources and hose connections. An adequate water supply is essential
for firefighting since most fire suppression systems and operations are water-based (OSHA,
2015). Accurate information about hose connection type and size should be provided to
firefighters because incompatible hose connections can create severe problems during
firefighting operations (OSHA, 2015). We also connected all other concepts in our ontology
related to some form of hose connection to HoseConnection class.

Several information requirements about the incident building are modelled as properties of the
IncidentBuilding class. A complete list of the requirements can be seen in Figure 2. The figure
also shows the relationship between IncidentBuilding and other classes. These classes include
the BuildingOccupancy class, which represents a building’s occupancy based on the
international building code (ICC, 2018a), the BuildingComponent class, which represents
information about the different components of the building, and the constructiontype class with
its five possible alternatives (ICC, 2018a).
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Figure 2: The IncidentBuilding class, its properties, and its relationship with other classes.

The BuildingComponent class has several subclasses representing different building elements
and systems firefighters interact with during their operations (see Figure 3(A)).
BuildingSafetySystem is the largest subclass of BuildingComponent. Several subclasses are
defined for BuildingSafetySystem that capture information about the different fire safety
systems found inside buildings. The complete list is shown in Figure 3(B). An automatic fire
extinguishing system refers to sprinkler systems or another automatic fire extinguisher system
installed in a building. In most buildings, a sprinkler system is separated into coverage zones
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(OSHA, 2015). This information is valuable to firefighters because the fire can be located based
on the active sprinkler zone. The Fire alarm system and other sensors and detectors are also
divided into different zones. A standpipe system is a system of pipes in a building that provides
water for manual firefighting and, in some cases, to sprinkler systems (OSHA, 2015). A fire
department connection (FDC) is an inlet through which firefighters feed water into the
standpipe system. In contrast, fire hose connections (FHC) are outlets of the standpipe system
inside the building where firefighters can connect their fire hoses (OSHA, 2015).
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Figure 3: Subclasses of (A) BuildingComponent class, (B) BuildingSafetySystem class, and
(C) NonStructuralElement class.

In addition to safety systems, other building components firefighters may interact with are also
captured in the ontology. This includes several building utilities that usually need to be shut
down or at least controlled during fire emergencies (OSHA, 2015). Firefighters should also be
informed of the location and type of any hazardous material they may come across in the
building. Information regarding the fagade of an incident building is essential for firefighters.
It could be used to predict the spread of fire to the surrounding buildings or other structures.
Some rooftop elements could be helpful in some firefighting operations, but they can also cause
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hazards. For instance, skylights can be used to ventilate a building, but they can also cause
firefighters to fall through (OSHA, 2015).

Limited information about structural and nonstructural building elements is modelled in the
ontology to not overload firefighters with excess information. OSHA (2015) describes how
building elements could assist firefighters or sometimes cause a hazard. Doors, hallways,
stairways, and in some cases, elevators are essential during egress. Meanwhile, floor and roof
assemblies made with lightweight construction members could collapse and injure firefighters.
The complete list of the nonstructural elements (subclasses of NonStructuralElement) is given
in Figure 3(C).

5. Discussion and Future Activities

The last two phases of the METHONTOLOGY method are evaluation and documentation. The
documentation phase refers to documenting each step of the development process, which we
have done so far. According to Fernandez et al. (1997), evaluation covers verification and
validation of the ontology. The authors defined verification as the technical process that
confirms the correctness of an ontology. Then, they defined validation as the process that
confirms whether an ontology corresponds to the concepts it was modelled to represent. We
plan to conduct verification and validation in our future work. For that purpose, we plan to
reach out to fire departments, firefighter associations, and other related organizations to find
firefighters. Then, by consulting with the firefighters, we will validate the ontology. We plan
to develop a prototype based on the ontology to facilitate the discussion with the firefighters.
The prototype will use the concepts established in the ontology to provide a platform that
provides essential information to firefighters.

After verifying and validating our ontology, we will explore possible data sources that can
provide the data identified by our ontology. Examples of possible data sources include Building
information models (BIM), city models and asset management systems. We will study these
and other possible data sources and how they can provide necessary data that can assist
firefighters in conducting their life-saving activity safely and successfully.

6. Conclusion

In this research work, we introduced the firefighters’ data requirement ontology. The ontology
models relevant data regarding a building, its features, and its surroundings that is essential for
firefighters” operation during building fires. The ontology was built using the
METHONTOLOGY method of ontology development. The ontology can be the basis for
developing systems that collect building and environmental data from various data sources and
provide comprehensive information to firefighters. Such systems can support firefighters during
building fire emergencies to make decisions that safeguard occupants, protect the firefighters
themselves and reduce property damage. The ontology can also facilitate the data exchange
process between the different personnel involved in emergency response. Our future objective
is to verify and validate the ontology through discussion with experts and to develop a prototype
tool based on the ontology. Additionally, we will explore potential data sources that can meet
firefighters’ data requirements established in the ontology.
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Abstract. Model View Definition (MVD) is the standard methodology to define the data exchange
requirements and rule constraints for Building Information Models (BIMs). In this paper, the
MVDLite algorithm is proposed for the fast validation of MVD rules. A “rule chain” structure is
introduced to combine the data templates, constraint statements, and logical interconnections in an
input mvdXML ruleset, which leads to fast filtering of data nodes through the rule chain. By
establishing the correspondence of each prefix of the rule chain with a string, the deep-caching
strategy further improves efficiency. The outperforming experimental results show that our
algorithm significantly reduces the running time of MVD validation on large real-world BIMs.

1. Introduction

Model View Definition (MVD) is the standard methodology to define the data exchange
requirements and rule constraints for Building Information Models (BIMs). MVD defines the
subsets of a specific Industry Foundation Classes (IFC) schema, with constraints on entities,
attributes, geometry representations and so on.

The mvdXML is the formal representation format for MVDs recommended by
buildingSMART. The mvdXML rules can be parsed by computers, which can be used for
supporting software implementation in IFC-based data exchange, and for automatically
validating whether IFC models conform to the MVD rules. Compared with the semantic rule-
checking methods for BIMs (Pauwels, etal., 2011;2015; Beach, etal., 2015; Zhang, et al., 2019)
with enriched geometry calculation and semantic inferencing, the MVD checking focuses on
fast validation of data structures and values in the IFC raw data, which is recommended in the
Information Delivery Manual (IDM) standard (buildingSMART, 2010).

The rules in mvdXML are represented in two separated parts: the data structures and the rule
statements. The data structures are defined in the header part as nested XML tags, which
represent the subgraph structures in IFC data, indicating the paths to find related data nodes
starting from a root entity nodeset. The rule statements are written in “mvdXML Rule Grammar”
with value constraints and logical interconnections for checking the subgraphs matched with a
data template.

At present, there have been several implementations of MVD validation algorithms. In
accordance with the separation of templates and rule statements in mvdXML, the current
validation algorithms usually follow the two-step “matching-checking” process: first matching
the template to find the subgraphs, and then checking the rule statements on each found
subgraph. Different caching strategies have been applied by the algorithms, however, the
efficiency of MVD validation of large rulesets on real-world size models is still a challenge.

In this paper, the MVDLite algorithm is proposed for the fast validation of MVD rules. A “rule
chain” structure is introduced to combine and reorganize the data structures, value constraints
and logical interconnections from an input mvdXML rule, which leads to faster searching and
filtering of data nodes through the rule chain.

https://doi.org/10.7146/aul.455.c192 12
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2. Related Work

2.1 The mvdXML Ruleset

MVD is the technical solution of the IDM in the IFC data, which intends to support meaningful
IFC implementations for software developers. IDM defines data delivery process, exchange
requirements and domain concepts for BIM data exchange, then MVD binds the domain
concepts to IFC entities, and represents the constraints about required information for geometry,
attributes and relationships in rule statements.

The mvdXML is based on several early studies about MVD rule representation. The Extended
Process to Product Modeling (xPPM) (Lee, et al., 2013) is about the formal definition of IDM,
and provides a tool for mapping the IDM functional parts to MVD. The Semantic Exchange
Modules framework (SEM) (Venugopal, et al., 2012) is about the object-oriented definition of
domain concepts in ontologies. SEM provides a mapping between the domain entity concepts
and the data structure concepts in specific data forms. The Generalised Model Subset Definition
(GMSD) (Weise, et al., 2003) is about the specification of rules for selecting a subset of entities
from the IFC model.

Based on the previous studies about MVD, an integrated IDM-MVD process for IFC data
exchange is proposed and recommended by buildingSMART (See, et al., 2012), which
combines the strengths of the previous studies. The mvdXML format (Chipman, et al., 2016) is
used for this integrated IDM-MVD process, which involves abundant information about
exchange requirements, domain concepts, and rule constraints. An example ruleset in mvdXML
is shown in Figure 1.

<?xml version="1.0"?>
<mvdXML xmlns:xsi="http://www.w3.0rg/2001/XMLSchema-instance" xmlns:xsd="http://www.w3.0rg/2001/XMLSchema"
uuid="ca533756-fc05-4f56-b091-04b953e362ed" status="sample" xsi:schemalLocation="http://www.buildingsmart-
tech.org/mvd/XML/1.1 http://www.buildingsmart-tech.org/mvd/XML/1.1/mvdXML_V1.1_addl.xsd"
xmlns="http://buildingsmart-tech.org/mvd/XML/1.1">

<Templates> —

<ConceptTemplate uuid="d22c5deb-95d9-4686-800b-a23d292062c9" status="sample" applicableSchema="IFC4"
applicableEntity="IfcWall">
<Rules>
<AttributeRule RuleID="IsTypedBy_ 0" AttributeName="IsTypedBy">
<EntityRules>
<EntityRule EntityName="IfcRelDefinesByType">
<AttributeRules>
<AttributeRule RuleID="RelatingType_1" AttributeName="RelatingType">
<EntityRules>
<EntityRule EntityName="IfcTypeObject">
<AttributeRules>
<AttributeRule RuleID="HasPropertySets_2" AttributeName="HasPropertySets">
<EntityRules>
<EntityRule EntityName="IfcPropertySet"> ]13rrqolates
<AttributeRules>
<AttributeRule RuleID="Name_3" AttributeName="Name"> al)011t
<EntityRules> —
<EntityRule EntityName="IfclLabel" /> SlﬂDg;rEqD}l
/</Ent%tyRul§s>
</AttributeRule>
<AttributeRule RuleID="HasProperties_4" AttributeName="HasProperties"> structures
<EntityRules>
<EntityRule EntityName="IfcPropertySingleValue">
<AttributeRules>
<AttributeRule RuleID="Name_5" AttributeName="Name">
<EntityRules>
<EntityRule EntityName="IfcIdentifier" />
</EntityRules>
</AttributeRule>
<AttributeRule RuleID="NominalValue_6" AttributeName="NominalValue">
<EntityRules>
<EntityRule EntityName="IfcValue" />
</EntityRules>
</Templates>
<Views>
<ModelView uuid="d305b4eb-b668-437a-a%ef-ad9ce@d55aa2b" status="sample">
<Roots>

<ConceptRoot uuid="9ebbc4le-b172-474a-a45e-b862ddd423b8" name="IfcWall" status="sample"
applicableRootEntity="IfcWall">
<Concepts>

<Concept uuid="309fe979-2673-414a-a85b-b34b3b22fd03" name="Rule 1" status="draft" override="true">
<Template ref="d22c5deb-95d9-4686-800b-a23d292062c9" /> I{llle
<TemplateRules operator="and">
<TemplateRule Parameters="Name_3[Value]="Pset_WallCommon' AND Name_5[Value]='IsExternal' AND statements
NominalValue_6[Type]="'IfcBoolean'"/>
</TemplateRules>
</Views>
</mvdXxmL>

Figure 1: An example mvdXML ruleset.
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The mvdXML format involves natural language information for human-read purposes
(including concept definitions and exchange requirements) as well as computer-usable rules for
supporting software implementations. The computer-usable rules are in two separated parts: the
data structure templates in “ConceptTemplate” tags in the header part, and the rule statements
in “TemplateRules” tags in the body part. The “ConceptTemplate” part is about the subgraph
structures in IFC data, indicating the paths to find related attributes and target entities starting
from a certain root entity type, which is represented in nested “AttributeRule” and “EntityRule”
tags. The “TemplateRules” part is about the value constraints in “mvdXML Rule Grammar”
for checking the matched subgraphs, and also the applicability conditions and logical
interconnections. Each attribute defined in “ConceptTemplate” is assigned with a “RuleID”, so
that the attribute can be referred to in the rule statements in “TemplateRules”.

2.2 Automated MVD Validation

Automated MVD validation is a type of application to check the conformity of an IFC model
with an MVD ruleset. Several studies are about modularized MVD validation (Eastman, et al.,
2009; Zhang, et al., 2014; Solihin, et al., 2015; Lee, et al., 2016; 2018; Simplebim, 2022), which
supports only several commonly-used MVD rule types (such as the value of attributes or the
existence of relationships), and implement different program modules for different MVD
validation tasks. Generalized MVD validation (Weise, et al., 2016; xBimTeam, 2016; Oraskari,
et al., 2021) performs subgraph template matching and rule constraint checking directly based
on the mvdXML rule, and can support arbitrary mvdXML rulesets.

Since the templates and statements are separated in mvdXML, the current MVD validation
algorithms usually follow the two-step “matching-checking” process. First, for each root entity,
find the subgraphs and required attributes which matches a template. Second, the rule
statements (including logical combinations) are checked on each matched subgraph. The
conformance result for each root entity is obtained from the existence of a subgraph that
satisfies the rule statements.

For a single root entity, there are usually multiple subgraphs that can match the same template.
For example, if one root entity has multiple properties and each property is an “IfcProperty”
node, then for this single root entity, there are the same numbers of subgraphs that can match
the template for this rule. Typically, in checking a rule on a root nodeset with n entities, the
total number of matched subgraphs for all the root entities is nm (i.e. each root entity can match
m subgraphs in average), and each subgraph has p attributes, then the algorithm complexity is

Ommp).

Different caching strategies have been applied by the algorithms, in order that the found
subgraphs can be reused in checking multiple rules. For example, one implementation in xBIM
(xBimTeam, 2016) caches the found subgraphs for each root entity set in a DataTable with size
nmxp, and another implementation in BIMserver (Oraskari, et al., 2021) caches the edges in
found subgraphs for each root entity in a HashMap with size nxmXxp.

However, since the IFC model of a real-world project usually exceeds millions of nodes, with
hundreds of megabytes of data, the efficiency of MVD validation of large rulesets on real-world
size models is still a challenge.

3. The MVDLite Algorithm

The motivation of the MVDLite algorithm is based on the following two observations. First,
there are usually common nodes in multiple subgraphs with different root entities. For example,
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if multiple instances are assigned with the same type node, then this type node (as well as
properties of this type node) would be shared in the subgraphs of all instances. Second, if the
constraints in rule statements are considered in subgraph matching, many false branches can be
pruned at early stages in searching.

In this section, the MVDLite algorithm is proposed for the fast validation of MVD rules. First,
the “rule chain” structure with several types of “rule segments” is introduced. Second, the
algorithm for parsing the mvdXML rule statements and performing fast round-trip search is
introduced. Then, the complexity analysis of the MVDLite algorithm is provided. Finally, the
deep-caching strategy is introduced to further speed up the checking tasks.

3.1 The Rule Chain Structure

A rule segment is the representation of a rule as a mapping from source nodeset to target nodeset.
There are three types of rule segments (attribute segment, metric segment, and compound
segment). A rule chain is a sequence of rule segments starting with a root nodeset, in which the
target nodeset of the former rule segment is the source nodeset of the latter rule segment.

There are three types of rule segments: attribute segment, metric segment and compound
segment.

An attribute segment is a mapping defined by an attribute in the IFC data. Each attribute
segment has an attribute name and a target node type, corresponding to the “AttributeRule” and
“EntityRule” tags in mvdXML. Figure 2(a) shows an example attribute segment.

A metric segment is a mapping from the source nodeset to itself, which works as a filter for the
source nodes. Each metric segment is with a metric ([Type], [Value], [Size],
[Exists], [Unique]), an operator (=, >, <, >=, <=, !=)and a value constraint
(string, boolean, or numeric value), corresponding to the components in the mvdXML Rule
Grammar. Among the metric segments, the [Type]and [Value]metrics are “single metric
segments”, which can be evaluated by every single node in the nodeset, and act as filters for the
nodeset itself. Figure 2(b) shows an example single metric segment. The [Exists], [Size]
and [Unique]are “collection metric segments”, which can only be evaluated by a collection
of nodes, and act as filters for the parent nodeset. Figure 2(c) shows an example collection
metric segment.

A compound segment encapsulates one or more rule chains into brackets, and acts as a single
rule segment. There are two different types of compound segments: compound attribute
segment and compound metric segment. A compound attribute segment encapsulates the paths

between the source nodeset and the target nodeset, and acts as a single attribute segment, as
IfcPropertySet IfcProperty IfcPropertySet IfcProperty IfcPropertySet

O/vO IfcValue IfcvValue
Q<8 @ =
[Value]>=0

->HasProperties ->HasProperties [Size]>1

(a) Attribute segment.  (b) Single metric segment. (c) Collection metric segment.

Figure 2: Examples of attribute segment and metric segments.
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IfcRelDefinesByType IfcPropertySet
IfcObject IfcTypeObject
e ™ IfcObject IfcPropertySet
et o=
->RelatingType O
->HasPropertySets OR :>
->RelatingPropertyDefinition
->IsDefinedBy
O / (->IsTypedBy->RelatingType->HasPropertySets
. . OR ->IsDefinedBy->RelatingPropertyDefinition)
IfcRelDefinesByProperties IfcPropertySet
(a) Compound attribute segment.
IfcPropertySet IfcValueIfcValue IfcPropertySet
IfcProperty IfcProperty IfcPropertySet IfcPropertySet
@ U
@ O
->Name
->HasProperties [Value]="FireRating" (->HasProperties->Name [Value]="FireRating")
(b) Compound metric segment.
Figure 3: Examples of compound segments.
| 1£cwall |
I
‘ ->IsDefinedBy:IfcRelDefinesByProperties ‘
I
‘ ->RelatingPropertyDefinition:IfcPropertySet H ‘ ->Name:IfcLabel H [Value]='Pset WallCommon' ]—l
v
‘ ->HasProperties:IfcPropertySingleValue H ‘ ->Name :IfcLabel H [Value]='IsExternal' ‘ )—l
L7
‘ ->NominalValue:IfcValue H [Type]='IfcBoolean' ‘

Figure 4: An example rule chain structure.

shown in Figure 3(a). A compound metric segment encapsulates the filter result of the source
nodeset, and acts as a single metric segment, as shown in Figure 3(b). Each sub-chain in a
compound metric segment must end with a metric segment, and each sub-chain in a compound
attribute segment must end with an attribute segment. A compound segment can also be nested
inside another compound segment and act as a corresponding attribute segment or metric
segment.

Inside a compound segment, several sub-chains can be combined with logical interconnections
(AND, OR, NOT), which corresponds to the intersection, union and complement operations
of the target nodesets. Specifically, since each metric segment can be viewed as a filter of its
source nodeset, the AND operation of metric segments can also be represented as the series
connection of metric segments.

Each rule segment is named with a string, so that each rule chain can be uniquely identified by
linking the strings of all segments. An attribute segment is named with “~>” followed by the
attribute name, and the optional entity type rule can be linked afterward with a “:”, such as
“~>Name: IfcLabel”. A metric rule is named with the metric name, an operator and a value
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Algorithm 1 GeneratingRuleChain Algorithm 2 SearchingOnRuleChain

Input: template T, rule statement R. Input: root nodeset n,, rule chain ¢, data graph G
1: rule chain ¢ = NULL 1 :for segments; inc:
2: for (interconnection u, RuleID v, 2 if s; is attribute segment :

value constraint w) in R : 3 n;,, = FindSucceedingNodes(n;, s;)
3: ¢ = GetAttributeSegChain (v, T) 4 else if s; is metric segment :
4: ¢ += GetMetricSeg (w) 5 n;,, = FilterNodes(n;, s;)
5: ife==NULL: 6 else if s; is compound segment :
6: c=c' 7 n;,,; = EmptyNodeset()
7. else: 8 for (interconnection u, branch &) in s; :
8 x = GetLowestCommonAncestor (¢, ¢') 9 : fi = SearchingOnRuleChain(n;, €, G)
9 ¢ = MergeRuleChains(c, ¢', x, u) 10: n;,; = CombineNodeset(n;,, 0, u)
Output: ¢ 11: ngyy, = Backtrack(ny,g, n;)

Output: ng

constraint in order, such as “[Value]=TRUE”. A compound segment is named with exterior
brackets, inside which are the strings of the interior rule chains and logical interconnections.

Figure 4 shows a rule chain structure generated from an mvdXML rule statement. The meaning
of this rule is that if a property “IsExternal” in property set “Pset WallCommon” is assigned to
an “IfcWall” instance, then the value type should be “IfcBoolean”.

3.2 Performing Validation on the Rule Chain

The MVDLite algorithm uses mvdXML as input ruleset. The pseudo-code of the MVDLite
algorithm is provided.

First, in Algorithm 1, each rule statement in an mvdXML ruleset is parsed into a rule chain
structure. An mvdXML rule statement is composed of multiple sub-clauses, each with a logical
interconnection, a RulelD, and a value constraint. The RuleID indicates a path from the root
entity nodeset to a target nodeset, which can be parsed into a branch of the rule chain with
multiple attribute segments. The value constraint can be parsed into a metric segment appended
to the branch. Several branches are merged into one chain at the lowest-common-ancestor
attribute. The merged chain has a shared prefix, and the suffix branches with interconnections
are wrapped into compound segments.

Then, in Algorithm 2, a round-trip search is performed based on the rule chain to get the
validation results. A rule chain is a series of instructions in finding and filtering the nodes.
Starting from the root entity set, a round-trip search is performed: first go forward through the
chain to find the existence of the paths which can pass all the rule segments, and then trace back
to find the root entity nodeset where these paths started. For compound segments, each inner
branch is a sub-chain starting from the current nodeset, so Algorithm 2 is performed for each
branch, and the combined result acts as a single segment in the host chain.

Figure 5 compares the round-trip search algorithm on the rule chain with the “matching-
checking” process in mvdXML rule validation. Rather than traversal subgraph-by-subgraph
according to the template matching result, the MVDLite algorithm is able to find the results of
all subgraphs through one single turn of round-trip search starting from the root nodeset.

3.3 The Complexity of MVDLite Algorithm

The complexity of MVD validation is mainly due to the node searching process. The
complexity of the MVDLite algorithm is O(e), in which e is the number of visited edges in the
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O-»@—>E»0—>®

C="xxx' AND E='yyy'

OO000O
OOOEO

(1) Get the root entity set.  (2) For each root entity, list all (3) Validate the rule  (4) Get the result of
subgraphs according to the template.  on each subgraph. one root entity.

(a) The “matching-checking” process.

->A ->B (->C ="xxx' ) ->D ->E ='yyy'

(1) Get the root entity set. (2) Filter the nodes through the rule chain. (3) Backtrack to get the results
of all root entities.

(b) The round-trip search on the rule chain in the MVDLite algorithm.
Figure 5: The comparison of two types of MVD rule validation algorithms.

searching, and each edge is visited at least once and at most twice (forward and backward in a
round-trip). In comparison, the complexity of “matching-checking” method is O(nmp).

Before comparing the complexity of the two algorithms, the formal representation of subgraph
matching process in the “matching-checking” method is shown as follows.

Since the template is a directed acyclic graph, the attributes can be sorted with topological
sorting, so that all prefixes of any attribute are ranked before itself. For a template with p
attributes (regarding the root entity set as the first attribute), let f(i) be the index of the direct
prefix of the i-th attribute, 1 < f(i) < i < p. The subgraph matching process searches the nodes
by each attribute, and records all matched (including partial-matched) subgraphs.

Let K® be the record DataTable after scanning the i-th attribute, which is a matrix with the size
k; x i, and k; is the number of matched subgraph prefixes. In particular, K® is with size
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nm X p, and k,, = nm is the total number of subgraphs. Let n® be the non-repeated nodeset
of the i-th attribute. Specifically, the size of the root nodeset [n("| = n. Let q¥) be the number
of succeeding edges in scanning the i-th attribute for each node in n@ with |q¥| = [n*@)],

Theorem 1. e < nmp .

Proof. In the “matching-checking” method, let k(“)) be the j-th column of K&, in which each
item is from n”) and may repeat several times. Let r(®/) be the array of repeating times for the

nodes in k@), and the size [r®/| = |n¥)|. In scanning the i-th attribute, for each node in
k(@) every succeeding edge corresponds to a new matched subgraph prefix, so
k; = ri-11) . q@ (1)

If some subgraph prefixes do not have succeeding edges, they are kept in the DataTable as
partial-matched subgraphs by appending a null node, which keeps k; > k;_4 .

In the MVDLite algorithm, since the value constraints are evaluated during the searching, some
of the nodes are excluded before scanning the next attribute. Let h®) be a mask array for n(”,
in which kept nodes are marked with 1 and excluded nodes are marked with 0. In scanning the
i-th attribute, the number of visited edges e; is

e; = hCD) . q@ )

Specifically, e; = k; = n. Since every item in r=f®) is not less than 1, and every item in
h(®) js not greater than 1, then e; < k;. As a result,

e=Y" e <¥P ki <¥P  k,=nmp. (3)
L]

Theorem 1 indicates that the complexity of the MVDLite algorithm is not greater than the
“matching-checking” method. The first “<” sign gets equal only when every item in r(¢=1f()
and h@®) equals 1, i.e. no repeated nodes in any subgraph prefix, and no excluded nodes by
any value constraint. The second “<” sign gets equal only when every k; = k,, = n, i.e. each
root entity matches only one subgraph. In real-world MVD validation tasks, the two “<” signs
usually make significant differences, which remarkably speeds up the calculation.

3.4 The Deep-Caching Strategy

For the checking task on a large ruleset with multiple rules, the efficiency of the MVDLite
algorithm can be further improved by applying the “deep-caching” strategy. Based on the
correspondence between the rule chain structure and a prefix string, the checking results can be
reused across multiple rules.

By naming each rule segment with a string, the whole rule chain can be named with a string by
linking the strings of all segments, and then each prefix of a rule chain has a corresponding
prefix string, as shown in Figure 4. The deep-caching strategy records the correspondence so
that a previously visited nodeset can be re-found according to the prefix string of a rule chain.

As a result, rather than starting from the root nodeset every time, the algorithm can start from a
visited nodeset with the longest common prefix. In a large ruleset, there are usually multiple
rules with a common prefix. For example, all rules for checking the type properties of an
“IfcWall” instance should have the common prefix “IfcWall->IsTypedBy:
IfcRelDefinesByType->RelatingType:IfcTypeObject->HasPropertieS

ets:IfcPropertySet”, so the nodeset of the corresponding “IfcPropertySet” nodes can
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be reused across the rules. In our experiments, the deep-caching strategy is effective in
speeding-up without significantly increase memory usage.

4. Experiments

4.1 Experiment Setup

The performance of the proposed MVDLite algorithm is compared with several “matching-
checking” tools on models and rulesets in different sizes. The effect of the deep-caching
strategy is also compared.

Tools. The MVDLite tool is implemented in C# based on an IFC tool named “STEParser”. The
compared tools include the xBIM MVD plugin (xBimTeam, 2016) with DataTable caching,
and the tool based on BIMserver and IfcOpenShell (Oraskari, et al., 2021) with HashMap
caching. For a fair comparison, our own “matching-checking” implementation with HashMap
caching on the same STEParser tool is also tested.

Rulesets. Three mvdXML rulesets based on IFC4 are used, including UnitTest.mvdxml with
58 statements (xBimTeam, 2016), RV.mvdxml with 1,770 statements and DTV.mvdxml with
1,791 statements (buildingSMART, 2018).

Models. The IFC4 models used are shown in Figure 6, including two sample models from NIBS
(2012) (Duplex.ifc with 52 MB and Office.ifc with 193 MB, both converted to IFC4 and
merged parts in multiple disciplines), and a real-world model BO1.ifc with 841 MB.

(a) Duplex.ifc (b) Office.ifc (c) BOl.ifc

Figure 6: The models used in the experiments.

Table 1: Time usage in MVD validation tasks (in seconds).

Tools

Models Rulesets MVDLite STEParser
MVDLite (no deep- matching-
caching) checking

(Oraskari, et (xBimTeam,
al., 2021) 2016)

UnitTest.mvdxml 0.4 0.5 1.3 2.5 24

Duplex.ifc RV.mvdxml 1.3 2.0 11.2 21.1 7.1
DTV.mvdxml 1.4 2.0 11.5 21.6 6.0
UnitTest.mvdxml 0.8 1.5 5.8 8.6 177.3

Office.ifc RV.mvdxml 6.0 9.7 88.5 97.0 185.7
DTV.mvdxml 6.0 10.3 84.5 107.9 178.3
UnitTest.mvdxml 5.0 13.1 49.8 55.8 10745.1

BO1.ifc RV.mvdxml 73.2 126.7 388.9 480.6 8722.8
DTV.mvdxml 68.6 123.9 393.5 613.7 8707.5
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4.2 Experimental Results

The time usage of the tools in MVD validation tasks are listed in Table 1 (in which the time
usage for loading and parsing IFC data are excluded), with minimum values in bold. All the
experiments are performed on a PC with a 3.60 GHz processor and 32GB of physical memory.

The experimental results show that the MVDLite algorithm is significantly faster than the
“matching-checking” tools in all tasks. The results also show that the deep-caching strategy can
improve the performance of MVD validation in checking multiple rules.

5. Conclusion and Future Work

The proposed MVDLite algorithm remarkably speeds up MVD validation. In a typical task, the
time usage may reduce from minutes to seconds, which is beneficial in promoting IDM-MVD
applications in the industry.

With the fast MVD validation algorithm, the future work will focus on the usage of MVD
technology in more flexible scenarios, such as querying the IFC dataset using MVD, and
extracting the partial model according to an MVD ruleset for a certain exchange requirement.
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Abstract. Semantic rule checking on RDFS/OWL data has been widely used in the construction
industry. At present, semantic rule checking is mainly performed on static models. There are still
challenges in integrating temporal models and semantic models for combined rule checking. In this
paper, Semantic Petri-Net (SPN) is proposed as a novel temporal modeling and validating method,
which implements the states and transitions of the Colored Petri-Net directly based on RDFS and
SPARQL, and realizes two-way sharing of knowledge between domain semantic webs and temporal
models in the runtime. Several cases are provided to demonstrate the possible applications in digital
twins with concurrent state changes and dependencies.

1. Introduction

The digital twin technology integrates spatio-temporal data with domain semantic models,
which enables tracking and simulating the change of building components, users and
environment over time. There have been various applications of digital twins in construction
and asset management stages in the construction industry.

Semantic rule checking on RDFS/OWL data have been widely used in the construction industry
(Pauwels, et al., 2015; Beach, et al., 2015; Zhang, et al., 2019). At present, semantic rule
checking is mainly performed on static models, in which the properties and relationships do not
change in time. There have been researches about spatio-temporal rule checking, such as
extending SPARQL for querying geometries (Battle and Kolas, 2011; Zhang, et al., 2018) and
time periods (Koubarakis and Kyzirakos, 2010). However, digital twin applications usually
have more complicated temporal states than just time periods, and also rule constraints to decide
whether a state change is allowed. Such rules are closely related to semantic properties and
relationships, so there is a requirement in integrated semantic and temporal rule checking.

Temporal modeling methods such as Finite State Machines (FSM) (Mealy, 1955; Moore, 1956),
Colored Petri-Nets (CPN) (Jensen, 1987) and Business Process Modeling Notation (BPMN)
(Decker, et al., 2010) are used in modeling the temporal states and rules. Related researches
have focused on the interaction between temporal models and semantic webs. However, there
are still challenges in two-way sharing of knowledge in the runtime for supporting integrated
semantic and temporal rule checking.

In this paper, based on the CPN method, the Semantic Petri-Net (SPN) is proposed as a novel
temporal modeling method. The temporal states and transitions are defined in RDFS, and the
temporal transition rules are represented in SPARQL statements. As a result, SPN can run on
semantic engines like Apache Jena and dotNetRDF, which enables direct usage of the vast
semantic information in the domain semantic web such as ifcOWL (Beetz, et al., 2009) in the
runtime of the temporal model. Experiments are performed to show the SPN application cases
in modeling concurrent state change with dependencies and implementing automatic agents in
the process maps.

https://doi.org/10.7146/aul.455.c193 23
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2. Related Work

2.1 Temporal Modeling Methods

FSM is a popular method for modeling temporal states in the information industry. FSM
represents a temporal model with a finite set of states, an input alphabet, and a global transition
function defining the next state on each input. FSM is suitable for modeling systems in response
to various signals or events, so that analysis tools such as temporal logic checking can be
performed on the system.

BPMN is commonly used in engineering and project management, which represents events,
activities and gateways in process maps. BPMN is suitable for modeling concurrent systems
with multiple participants, such as a streamlined workflow. In the construction industry, BPMN
is introduced in the Information Delivery Manual (IDM) (buildingSMART, 2010) method for
representing the process maps of BIM data exchange.

Petri-Net and its variant methods are also widely used in modeling concurrent systems, among
which the CPN is a method with both formality and ease of use. A Petri-Net is a graph with
“places” to store tokens, “transitions” to consume and generate tokens, and “arcs” as the
connection between places and transitions. CPN is a type of high-level Petri-Net with rules on
places, transitions and arcs. Each token in a CPN can have an attached data value named a
“color”, which must be defined in a finite “colorset”. A CPN can be equivalently unfolded to
low-level Petri-Nets without colors, which enables mathematic tools (such as state space
analysis and place invariant analysis) for applying temporal logic computation on the
concurrent systems (Jensen and Kristensen, 2009).

CPN is powerful in modeling and analyzing both sequential and concurrent systems, and both
FSM and BPMN can be implemented using CPN. It is also known that the extended CPN with
an infinite colorset is Turing-complete (Peterson, 1980). In this paper, the Semantic Petri-Net
is proposed based on the CPN, with the purpose to extend the ability in accessing the knowledge
in semantic webs, and meanwhile to keep the downward compatibility to the mathematic tools
for Petri-Nets.

2.2 Interaction between Temporal Models and Semantic Webs

Related researches have focused on the interaction between temporal models and semantic webs.
The researches can be classified into the following topics.

Describing the static structure of a temporal model using an ontology. The contents of the
ontologies are mainly about the temporal models themselves, but not much domain knowledge
is included. The described temporal models include FSM (Belgueliel, et al., 2014), BPMN
(Natschlager, 2011; Rospocher, et al., 2014; Annane, et al., 2019) and Petri-Nets (GaSevi¢, 2004;
Ma and Xu, 2009; Zhang, et al., 2011).

Knowledge-based generation of temporal models. Based on the knowledge graph of a certain
domain, a temporal model is generated to perform as a runnable agent, for implementing a
certain task such as a classifier (Yim, et al., 2011) or a workflow simulator (Wang, et al., 2007,
Arena and Kiritsis, 2017). In such researches, domain knowledge is introduced in initializing
the temporal models, but is no longer be referred to in the runtime.

Knowledge sharing in the runtime of temporal models. Such researches try to transfer
information in the runtime either from the semantic web to the temporal model or in the opposite
way. The Petri-Nets over Ontological Graphs (PNOG) (Szkota and Pancerz, 2017) uses
knowledge from the semantic web in the runtime of a Petri-Net, in which the tokens are with

24



29" International Workshop on Intelligent Computing in Engineering (EG-ICE)

hierarchical classification, and the synonyms and hyponyms rules are supported. Knowledge-
driven FSM (Moctezuma, et al., 2015) and DARPA Agent Markup Language (DAML)
(Hendler, 2001) write the structure and the current state of an FSM into the semantic web, so
that the current state and next states can be queried through a SPARQL endpoint.

Compared with the previous researches, the idea in this paper is to implement a runnable Petri-
Net based on a semantic engine, for realizing the two-way sharing of knowledge between
domain semantic webs and temporal models in the runtime, so that the SPARQL statements
can be used inside the temporal model as transition rules concerning domain knowledge, and
also outside the temporal model as domain queries concerning current temporal states.

A more detailed literature review of researches on knowledge sharing between temporal models
and semantic models can be found in reference (Cheng and Ma, 2016).

3. Semantic Petri-Net

The definition of SPN is provided in section 3.1. The representation of SPN structure in RDFS
1s shown in section 3.2. The implementation of SPN rules in SPARQL is shown in section 3.3.
The downward compatibility of SPN is discussed in section 3.4.

3.1 The Definition of SPN

For a semantic web W, let X be its vocabulary, which is a finite set of terms (including literals
and URIs) that are allowed in the semantic web. Using X as the colorset, the definition of SPN
inherits from CPN, which is a tuple

SPN =(%,P,T,AN,C,GEI; W) (1)

P, T, A, N are about the structure of an SPN, and C, G, E, I are about the rules in the SPN. P
is the set of places, T is the set of transitions, A is the set of arcs, and N is the assignment of
each arc to link one place and one transition. C is the assignment of a subset of allowed colors
to each place. G is the set of guard rules, which assigns each transition with a rule that returns
a boolean value, deciding whether this transition is enabled. E is the set of arc expressions,
which assigns each arc with an expression that returns a multiset of tokens, deciding which
tokens to consume (place-to-transition arcs) or to generate (transition-to-place arcs). I is the
assignment of an initial multiset of tokens to each place. Usually, the places are drawn as circles,
the transitions are drawn as boxes, the arcs are drawn as directed arrows, and the tokens are
drawn as little dots contained in the places.

The unit of the behavior of CPN is a “binding”. A transition has a set of arguments, which is
shared in the guard rules and the arc rules. A binding is an assignment of values to each
argument, and a transition is enabled when the guard rule returns t rue, and there are enough
tokens to consume in each input place according to the returned values of the corresponding arc
expressions. SPN inherits the binding behavior of CPN, which is implemented by evaluating
SPARQL queries and handling the tokens in the RDF graph.

3.2 SPN Structure Representation in RDFS

The RDEFS classes and properties for representing SPN structures are with the namespace
“spn:”. The classes and properties for representing SPN structures are listed in Table 1.

Transitions. A transition is of the class spn:Transition, which may have a guard rule
related with spn: guardRule. The arguments used in the guard rule and all related arcs are
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related with spn :hasArg. If the guard rule is not assigned, by default the transition is always
enabled as long as enough input arguments are provided in a binding.

Places. Based on the Linked Data Platform (LDP) standard (W3C, 2015), the spn:Place is
defined as a subclass of 1dp:Container, in which the contained tokens are linked with
1dp:contains. By implementing SPN place based on LDP container, the SPN place can be
used in maintaining dynamic relationships in RDF, and the HTTP requests defined in the LDP
standard can be adopted in manipulating the contained tokens in the SPN place. The
spn:colorRule defines the allowed colors for the place, which can return a boolean value
deciding whether a token is allowed. The spn:initRule defines the rule to get the initial
tokens for the place.

Arcs. The spn:Arc is the abstract superclass for arcs, which must relate one place with
spn:relPlace and one transition with spn:relTransition. The spn:Arc has two
subclasses: spn:ArcT2P is for arcs pointing from a transition to a place, and spn:ArcP2T
is for arcs pointing from a place to a transition. An arc must have at least one argument with
spn:hasArg, and all arguments must also be assigned to the related transition. An arc
expression can be related with spn:arcExpr to calculate the tokens to be consumed or
generated. When there is only one argument, the arc expression can be null and the argument
is directly consumed or generated.

Table 1: SPN structure components in RDFS.

Class Property Range Cardinality Description
spn:guardRule spn:Rule 01 A boolegp rqle deciding whether
the transition is enabled.
spn:Transition
spn:hasirg spn:Argbef 1: Definition of arguments used in
guard rules and arc rules.
ldp:contains rdfs:Resource 0:? Contained tokens.
spn:Place spn:colorRule spn:Rule 0:1 A boo}ean rule d?Cldll’lg whether a
token is allowed in the place.
spn:initRule spn:Rule 0:1 A rule assigning initial tokens.
spn:relPlace spn:Place 1:1 Related p]ace_
spn:relTransition spn:Transition 1:1 Related transition.
spn:arcExpr spn:Rule 01 An arc expression deciding which

spn:Arc tokens to consume or to generate.

Definition of arguments, must be a

spn:hasArg spn:ArgDef 1:? subset of the arguments of the
related transition.

3.3 SPN Rule Implementation in SPARQL

The SPN rules are formed as a tree structure in RDFS, in which each leaf node has a SPARQL
statement. The classes and properties for representing SPN rules are listed in Table 2.

The spn:Rule is the abstract superclass of all SPN rule nodes, which has the following
subclasses:

e The spn:SPARQLRule contains a SPARQL statement.
e The spn:ConstantRule contains a constant which can be any URI or literal value.
e The spn:CompoundRule contains multiple sub-rules connected by a logical operator
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(AND, OR, XOR, or NOT), and each sub-rule returns a boolean value. Specifically, there
can be only one sub-rule with a NOT operator.

e The spn:ConditionRule contains an “if” sub-rule returns a boolean value, and
with the t rue and false conditions returned by the “if” sub-rule, the “then” and “else”
sub-rules are checked respectively.

The rule nodes compose a rule tree structure, in which each leaf node should be an
spn:SPARQLRule or an spn:ConstantRule. The SPARQL statements can be ASK
queries returning a boolean value, or SELECT queries returning the queried tokens from the
semantic web.

The spn:ArgDef is the class for defining the name and allowed types of an argument, which
can be assigned to the transitions and arcs. The name of the argument is used as the input
variable in SPARQL statements.

Table 2: SPN rule components in RDFS.

Class Property Range Cardinality Description
spn:SPARQLRule  spn:hasSPARQL  xsd:string 1:1 The SPARQL statement of the rule
spn:ConstantRule spn:hasValue rdfs:Resource 1:1 The constant value of the rule
spn:operator  xsd:string 11 The logical operator. The allowed

values are AND, OR, XOR, and NOT.
spn:CompoundRule

spn:subRule spn:Rule 1:2 The sub-rules connected by

operator.
. The “if” condition rule, which must
spn:if spn:Rule 1:1
return a boolean value.
The “then” condition rule when
spn:ConditionRule spn:then spn:Rule 1:1 e 1o ..
if” condition returns true.
The “else” condition rule when “if”
spn:else spn:Rule 1:1 ..
condition returns false.
spn:argName xsd:string 1:1 The argument name.
spn:ArgDef :
spn:argType rdfs:Class 0:2 Allowed argument types in a

binding.

3.4 Downward Compatibility of SPN

In CPN, the tokens are unrelated and the rules are static, so that the actions in a far-away
transition do not change the behavior of a local transition, which is essential for the analysis of
concurrent systems. While in SPN, the latent connections between tokens are introduced from
domain semantic webs, so the local behavior may change due to a far-away transition. The
benefit is that the structure of the Petri-Net can be simplified without explicitly representing the
coupled states. However, the downward compatibility of SPN is necessary to ensure that the
concurrency analysis methods for CPN are still applicable for SPN.

The conversion of the SPN to an equivalent CPN can be inspired by the “unfolding” of a CPN
to lower-level Petri-Nets. Figure 1(a) shows an example unfolding of a CPN. A colored place
is represented as multiple non-colored places corresponding to each allowed color of this place.
A transition with conditions can be represented as multiple sub-transitions dealing with each
condition, which can always be established by listing all possible bindings due to the “finite
colorset”.
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In this section, a three-step unfolding process for SPN is proposed for obtaining an equivalent
CPN, as shown in Figure 1(b).

Step 1: putting all variables of the domain semantic web inside the SPN. This ensures a
“static domain semantic web” condition, in which the latent connections in the domain semantic
web are not changeable by external editing operations. This can be done by representing all
variable items in the domain semantic web as LDP containers, and representing the editing
operations as transitions connected to the containers, since the LDP method is recommended
for maintaining variable members and relationships in a semantic web.

Step 2: splitting latent semantic connections into explicit arcs. The SPARQL rules in SPN
may concern latent connected remote tokens. In the “static domain semantic web” condition,
for each SPARQL rule, a finite set of concerned remote tokens can be listed, and then a finite
set of concerned remote places which may contain such tokens can be listed. As a result, the
latent semantic connections can be split into explicit arcs. For each remote place, a pair of arcs
are added for fetching the remote tokens and sending them back to keep the remote place
unchanged.

Step 3: implementing SPARQL rules in CPN. Similar to the unfolding of CPN, due to the
“finite vocabulary”, the SPARQL rules can always be equivalently implemented in CPN, at
least by listing all possible conditions of the bindings. There are also related researches about
simplified unfolding methods (Liu, et al., 2012) rather than listing the bindings, which is out of
the scope of this paper.

()

(a) unfolding a CPN to non-colored Petri-Net. (b) unfolding an SPN with latent connections to CPN.
Figure 1: Examples of unfolding CPN and SPN.

4. Application Cases

In this section, two cases are provided to demonstrate the applications of SPN in modeling state
changes with dependency in the construction industry: dependency checking in the construction
process, and automatic agent for building information delivery. The system is developed based
on the dotNetRDF as a SPARQL query engine. The experiments are performed on a PC with a
3.60GHz processor and 16GB of physical memory.

4.1 Case 1: Dependency Checking in Construction Process

The digital twin for modeling the construction process of an asset can be represented as a spatio-
temporal model in which each building object changes the state from “unbuilt” to “built”. There
are various dependency rules for deciding whether a state change is allowed, such as the amount
of material and tools, the time period constraint, the state of host objects, or some permission
files. In this section, an SPN use case is provided for modeling the construction process and
checking the state change dependencies. A sample model of an office building (NIBS, 2012) is
used in the experiment, as shown in Figure 2(a). The input data is a schedule of the starting and
ending times for the construction phases of the levels, in which each phase corresponds to a
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discipline, including structure (ST), architecture (AR) and mechanical-electrical-plumbing
(MEP), as shown in Figure 2(b).

Building object states
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(b) The input schedule data for 4 levels. (c) The SPN structure and dependency relationships.
proj:T_Level End Struct a spn:Transition;
bimspn:disciplineTag "STRUCT";
spn:guardRule proj:cprule 0;
spn:hasArg "?TOKEN" .
proj:cprule 0 a spn:CompoundRule;
spn:operator "NOT";
spn:subRule proj:sprule_1.
proj:sprule 1 a spn:SPARQLRule;

spn:hasSPARQL "ASK {
?place a spn:Place.
?place bimspn:disciplineTag ?dTagl.
?SELF bimspn:disciplineTag ?dTag2.
?place bimspn:stateTag ?sTag.
FILTER (?dTagl = ?dTag2 && ?sTag '= 'END')
?TOKEN ifc4:containsElements/ifc4:RelatedElements ?elem.
?place ldp:contains ?elem. }".

(d) The RDF representation of an example transition and its guard rule nodes.
Figure 2: A use case of SPN in dependency checking in the construction process.

For each type of building objects, the states are represented as a series of places, and the
dependencies are represented as the guard rules of the transitions. Small building components
have two states (uninstalled and installed), and large components like walls and slabs have three
states (not-started, in-processing and finished). The generated SPN structure is with 70 places
and 43 transitions, as shown in Figure 2(c), with latent semantic connections as dashed arrows.

The states of the levels are concerned in the guard rules of other building objects with the
“IfcRelContainedInSpatialStructure” relationships. The relationships between
building objects are also included. For example, the openings must be installed during the
construction of the host walls, and the installation of windows and doors must be after the finish
of the host openings and walls. Other constraints added into the guard rules include maximum
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allowed tokens in each place, maximum triggering count allowed in one day for each transition,
and minimum time span since the last state change for each token. In our experiment, there are
in total 135 rules added to the SPN. Figure 2(d) shows the RDF representation of an example
transition that ends the structure construction phase of levels, in which the guard rule requires
that for each level (the “? TOKEN”), all structural objects contained in the level must be at the
end place before the level is allowed to end the phase.

On initializing the model, the 4 levels and 7140 building objects from the IFC model are
dispatched to the starting places as tokens. In our experiment, a clock ticks to simulate the days
going by, and the guard rules are checked on each day to trigger the enabled transitions. The
result shows whether the schedule is reasonable, or some sub-processes would stop with objects
unfinished. In the experiment, the 90-days simulation finishes in 712 seconds with rules
checked 441162 times and transitions triggered 8200 times in total.

Considering a real digital twin application, the transitions can be triggered manually or by
sensors, and the guard rules are checked to ensure that the state changes are allowed, and to
provide next-day recommendations according to a current state.

4.2 Case 2: Automatic Agent for Information Delivery Process

IDM is a standard method defining the process maps, use cases and information requirements
in the delivery of BIM data between multiple parties. The SPN can be used to represent the
process map, so that the states of the process can be queried through SPARQL. If automatic
agents are included in the process map, the agent workflow can also be implemented in SPN.

NotPass [ Generate
Agent error report

BIM Receive model
user

Prss Send report, end

A

Human Accept the .
model

(a) A partial BPMN process map for BIM data exchange.

MVD checking Generate error report ~ Send report

— Error report |:|

~

Unchecked
model

Current Result Pass —
. Start model End - Gateway Send to human user

Receive model

(b) The SPN implementation of the agent with MVD checking module.

Current model

....................................

Root entity  Applicability  Constraint End
dispatching checking checking

(c) The structure of an MVD checking pipe.

Figure 3: A use case of SPN in modeling the information delivery process.
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The IDM method uses Model View Definition (MVD) for checking the compliance of data with
information requirements. The MVD checking can be triggered by an automatic agent. Figure
3(a) shows a partial process map of BIM data exchange, in which an agent performs MVD
checking on receiving the model to decide whether accept it. Figure 3(b) is the representation
of the process map in SPN. Specifically, if the data is in RDF, the MVD checker can also be
implemented with SPN. Figure 3(c) is the structure of a “checking pipe” for implementing the
MVD checking process. An MVD rule is composed of an applicability rule and a constraint
rule for a certain type of root entities. In running a checking pipe, first, the root entities are
fetched from the model into place P1; next, the applicability rule is performed to filter the
applicable entities into place P2; then, the constraint rule is performed for filtering the passed
entities into place P3, and leaving unpassed entities in place P2.

In our experiment, the property existence rules from IFC4 Reference View MVD
(buildingSMART, 2018) are used. An SPN is generated with 119 checking pipes and 1865 rule
nodes. Using the same model in Figure 2(a) as input, the checking pipes are performed
concurrently and the checking task finishes in 253 seconds.

5. Conclusion and Future Work

In this paper, the SPN is proposed as a novel temporal modeling and validating method directly
based on RDFS and SPARQL, which realizes two-way sharing of knowledge between domain
semantic webs and temporal models in the runtime. Compared with the current semantic model
checking methods for BIM data, the SPN method explores a new scenario where the rule
constraints are not only about the entities and relationships, but also about the process. Several
cases demonstrate the ability of SPN in integrated rule checking involving both semantic
information and temporal states, which shows the possible usage in digital twins with
concurrent state changes and dependencies.

One topic for future work is to improve the usability of the current method. A more user-
friendly way to compose the state model and define the constraints is needed for spreading the
application in real projects. Another interesting topic is applying various concurrency analyses
(such as state space analysis and place invariant analysis), and also involving logical quantifiers,
especially those for temporal logic (such as Linear Temporal Logic and Computation Tree
Logic) in SPN models, which can be helpful in complicated digital twin applications such as
resource allocation and optimization.
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Abstract. Lean construction, originating from lean management, aims to proactively improve the
overall efficiency of construction processes. This requires continuous assessment of performance to
identify key problems, which allows continuous improvement of construction processes. Novel
digital twin approaches form an excellent technological foundation for performance assessment
through regular updates with product and process information directly from the construction site.
While some publications favour a schema-less approach to digital twins, we argue that well-defined
data structures are required to represent complex information reliably and transparently. Existing
process and product models are inadequate with respect to the requirements of a digital twin of the
construction phase. As a result, we introduce a new process-oriented model that provides an
improved basis for advanced process evaluation in the digital twin environment. This data schema,
which is the main outcome of this paper, is presented in UML format together with a first approach
to transfer it to an ontology usable in the Semantic Web context.

1. Introduction

In the last few decades, digital twins have become a rapidly growing field of interest in industry
and academia in several domains. Just recently, they found their way to the construction sector.
Here, a digital twin is understood as the digital replica of a real-world physical construction
asset, updated at regular intervals to reflect any changes to the asset (Bolton et al. 2018). Many
existing approaches focus on either the design phase, where BIM tools are applied to create
digital prototypes, or the operational phase, where sensor data available on IoT platforms is
evaluated to monitor parameters relevant to building operations (Jones et al., 2020). The
construction phase, however, was missing a digital twin that gives a comprehensive overview
of the entire project. Sacks et al. (2020) were among the first researchers to approach this topic
holistically. They envision a digital twin of the whole construction project to gain situational
awareness during the complete construction phase and thus, to support a full-cycle lean model
of planning and control.

Although monitoring construction products is essential in building situational awareness,
capturing the construction processes is at least as critical, and perhaps more so. Due to the
dynamic nature and dependence of production activities on multiple input flows (e.g.,
components and materials, information, equipment, and availability of space), their execution
in practice is often far from optimal. Accurate situational awareness is crucial for good
production planning and control that can manage the input flows reliably (Koskela, 2000).

While some publications favour a schema-less approach to digital twins (El-Diraby, 2021;
Miloslavskaya and Tolstoy, 2016), we argue that well-defined data structures are required to
represent complex information in a reliable and transparent manner. This is indispensable for
construction performance evaluation and assessment of the execution of construction processes.
Currently, there is no standard data model established in the context of digital twins in
construction (Akanmu, Anumba and Ogunseiju, 2021). Existing product and process model
data schemata (buildingSMART International, 2021; Rasmussen et al., 2020; Bonduel, 2021,
Zheng, Tormé and Seppénen, 2021) lack completeness with respect to the requirements of a
digital twin of the construction phase.
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The overall aim of this study is to introduce a model schema that allows easy comparison of the
intent and status of a digital twin of a construction site, which sets the basis for calculating
performance-related indicators like cycle times, work in progress, throughput, and others
(Sacks, 2016). In contrast to existing models, the differences between project intent and status
should be carefully addressed. The process model schema does not purport to give a complete
view of the construction project but instead proposes a set of core classes that can be used for
a wide range of digital twin use cases. In this way, it shall be used as a foundation to be further
extended by partial models for domain-specific use cases. With the help of real-world
monitoring data organized in this model, one can detect or even anticipate patterns of activities
and thus work proactively to initiate timely countermeasures. The scope of the developed
schema is limited to building projects. Linear infrastructure projects differ significantly in their
process workflows and related data schema requirements. For this reason, they are outside the
scope of this paper.

The theoretical background of the paper is set with an introduction to the use of Semantic Web
Technologies in the civil engineering domain and the state of the art of process and product
models in Section 2. Subsequently, the methodology applied to develop a process-oriented data
schema 1is described in Section 3. This schema is presented in close detail in Section 4,
comprising both the planned project intent and the project status of the actual execution,
including the first steps on how to transfer the process-oriented model to Semantic Web
Technologies. The paper closes off with a discussion on the model’s limitations in Section 5
and a conclusion containing a summary and future works in Section 6.

2. Theoretical Background

2.1 Semantic Web in the Realm of Civil Engineering

The Digital Twin Construction, which refers to a mode of construction management supported
by digital twins, defined by Sacks et al. (2020) adopts a holistic approach to the digital twin
concept. This entails capturing data from multiple sources that vary highly in their nature and
the way they are captured. Useful information about project status is obtained by fusing and
interpreting several data streams simultaneously. In such a multi-data environment,
interconnecting these various types of data in a meaningful way is challenging. Interoperability,
in general, is a well-known issue in the civil engineering domain. The great number of
stakeholders in a singular construction project presents a significant challenge in
communication and data exchange and makes interoperability an essential factor in further
optimization and improvement of the whole construction workflow. As a possible solution for
data connection and interoperability, Semantic Web Technologies (SWT) comprising Linked
Data are an active area of research in the construction sector (Pauwels et al., 2017).

Tim Berners-Lee (2009) introduced the Semantic Web concept with Linked Data as a subpart
in the early 2000's. His idea lies in overcoming the disadvantages of the decentralized structure
of storing data on the web by linking and sharing it. This is done using structured, directed
graphs. Since its invention, the Semantic Web has established a set of standards and
functionalities. Included are, e.g., OWL, SHACL, and SPARQL that allow knowledge
inference, reasoning, rule checking, and data querying. Furthermore, RDF provides the basis to
store, interlink, and exchange data in graph form. All of these standards are not only useful in
the web context but can also be applied to use cases that require another form of interlinking
data belonging to different sources (W3C, 2019).
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In their literature review, Pauwels et al. (2017) discussed how the Semantic Web concept is
applied in the AEC industry. Here, linking data across domains is identified as one of the three
main advantages that justify SWT usage. The Semantic Web standards could provide a good
foundation for interoperability in the digital twin environment that requires interconnected data.
With the use of ontologies, data becomes machine-readable and machine-interpretable, which
is a great advantage when working with big data.

2.2 Existing Process and Product Data Models

There are various already existing product and process data models tailored for the civil
engineering domain. The most suited ones are introduced briefly and compared against the
requirements for application in the process-oriented digital twin context.

The Industry Foundation Classes (IFC) developed by buildingSMART International (2021) are
a well-known and internationally used standard for data exchange of construction-related
information. It supports multiple serializations, with the most common one being the EXPRESS
format for the definition of the IFC schema and STEP files for instantiation. Among others, a
mapping to [fcOWL was developed, replicating the EXPRESS schema in an OWL ontology
(Pauwels and Terkaj, 2016). One of the characteristics of IFC is the rich variety of geometry
representations ranging from boundary representations to procedural descriptions including
CSG and sweeping operations. The representation chosen for a concrete exchange depends on
the purpose of the data handover: explicit representations are used for pure checking and
analysis tasks, while procedural representations allow modifications on the receiving side.

The large number of possibilities to represent geometries make the IFC format a powerful, but
extensive schema and increases its complexity significantly. Its complex structure and lack of
modularity are some of the most criticized aspects (van Berlo et al., 2021). Regarding semantic
information, IFC contains classes for comparatively fine-grained categorizations. A minimal
set of classes is provided for process information, e.g., the IfcTask, which can be understood as
any kind of construction process. Such a task can be connected to a respective building element,
a set of other tasks in a specific order, or IfcResources representing the required resources of
the construction task. According to the authors’ experience, the process part of the IFC format
is, however, barely used in practice. Furthermore, the IFC format exclusively considers
information about the planning phase, so to say as-designed and as-planned data. There is no
straightforward way to include as-built and as-performed data, which is essential for the digital
twin context. Although simple processes can be represented in an ordered sequence, the
construction digital twin environment demands representation of dynamic schedule changes,
where task prerequisites play an essential role in rescheduling (Dori, 2015). In the current
version of IFC, such task dependencies cannot be modeled appropriately. As the building
element subpart of [fcOWL with some minor extensions, the Building Element Ontology
(BEO) allows more flexible use but is still limited to product information (Pauwels, 2018).

Getuli (2019) developed an extension for IFC to support the scheduling construction processes
better. His work is based on IfcOWL, which he extended with four new sub-ontologies for
construction time, construction workspace, buildings, and construction scheduling. Even
though they significantly improve the modeling of construction processes, the fundamental IFC
issues - its complexity and focus on the as-planned side - persist. Additionally, the [fcOWL
extension is not available online, making the reuse of the defined classes challenging.

In contrast to IFC, the Building Topology Ontology (BOT) by Rasmussen (2020) is a minimal
ontology, exclusively focusing on the building elements and their subcomponents and the ways
in which they relate to one another. With fewer than 25 classes and properties, it is meant to be
combined with domain-specific data models. Its most important classes are the zones to define

36



29" International Workshop on Intelligent Computing in Engineering (EG-ICE)

spatial areas, like buildings, spaces, and stories, the building elements contained in them, and
the interfaces between them. It is not specifically designed for either as-designed or as-built
construction, but can be used in both contexts. For Digital Twin Construction, it is clearly
missing the process-related portion and further requires additional distinctions between as-
designed and as-built information. Nevertheless, it provides high-level classes that can be the
basis for a wide range of use cases.

Both BOT and IFC are stand-alone models, whereas Bonduel (2021) introduces an extensive
ontology network. His framework builds a common foundation for combining data from
different stakeholders belonging to build heritage use cases. He combines various existing
ontologies with newly created ontologies to cover many aspects of built heritage-related
information. Contrary to the IFC model, the focus lies on representing the as-built context and
its decay over time. For building elements and zones, the BOT ontology is coupled with
ontologies that allow to add geometric information to the building elements. Additionally,
national and international taxonomies for furniture, building elements, and MEP elements are
used for further specification. The Construction Tasks Ontology (CTO) is used for modeling
processes, defining five types of tasks (maintenance, repair, inspection, removal, and
installation). These classes are designed for maintenance tasks during the operational phase but
are not well suited for the construction phase. The absence of definitions of construction
resources and task prerequisites further affirms this statement. To differentiate between project
intent and status, the context class is provided to group entities accordingly. However, it is
highly questionable if the same set of classes can adequately describe both intent and status.

Finally, the Digital Construction Ontologies (DiCon) (Zheng 2021) are an ontology looking at
construction and renovation tasks, with a focus on construction planning during the complete
building lifecycle from construction to demolition. It considers the different types of flows that
are relevant for construction processes. These are the labor performed by agents, construction
equipment, workspace, construction components like building elements, information entities,
external conditions, and prerequisite tasks. Overall, this enables a detailed description of
process input and output. It also uses the context concept to represent as-planned and as-
performed indirectly. On the other hand, the processes themselves are represented only in a
generic way with so-called object activities, which can be any activity related to any type of
entity. For more detailed process types, DiCon refers to OmniClass, Uniformat, and Talo2000.
Nevertheless, this does not allow structuring of construction processes hierarchically. Like the
built heritage BIM framework, the context class allows grouping object instances to either the
as-planned or the as-performed side of the construction data.

To summarize, there are various already existing data models specific to the civil engineering
domain. While the majority of them focus on construction products, some also represent
construction management and processes. Although there are possibilities to assign data to a
specific context (e.g., as-planned and as-performed context), they fail to address differences
that do exist between data from the design and the construction phase. Currently, there is no
data model that represents construction processes considering digital twin use cases and copes
with varying requirements for project intent and status.

3. Schema Development

A schema development approach similar to Zheng, Torméd and Seppdnen (2021) has been
applied as a research methodology. It includes four steps for developing a data model:
specification, knowledge acquisition, implementation, and validation. Although this approach
is tailored to developing ontologies, it also suits data modelling purposes. First, the overall goals
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and requirements of the process model were specified. There are already product models in
various complexities specific to the civil engineering domain like the Building Topology
Ontology (BOT) and IFC, which is not the case for process models. Currently, no existing
schema covers the core classes required for construction performance evaluation, including the
construction intent as well as the construction status. Therefore, the goal was to fill this gap
with a lightweight schema that is meant to be extended with domain-specific classes.

Furthermore, the authors decided to organize the overall data in three layers, according to
Ackoff (1989). These three layers: data, information, and knowledge, can be seen as horizontal
layers of a pyramid where the end-user value and conciseness of the data increase from bottom
to top. For a digital twin in construction, the data layer will include point clouds, sensor data,
pictures from the construction site, and other raw data, as it is generated by various devices.
Information is then gained mainly through the statistical and arithmetical analysis of data, e.g.,
by extracting the as-built geometry of a building element from a large point cloud. Through
further evaluation and interpretation, one acquires knowledge like key performance indicators
(KPIs), delays in the construction schedule, and prominent issues that help construction
managers to get a condensed overview of the project. The model presented below concerns the
middle layer, the information layer. For the raw data layer, simple data structures already
suffice. For this purpose, existing ontologies like SOSA and SSN can be reused to define
monitoring devices together with the data they capture and additional metadata (Janowicz et
al., 2019). The knowledge layer, however, requires global reasoning on the lower-level
information, which first requires an adequate representation of the information layer.

With the overall goal set, a literature review was conducted to identify existing process and
product models in the realm of civil engineering, as described in Section 2.3. Furthermore, the
schema development was heavily based on the results from the online questionnaires and expert
interviews executed by Torres et al. (2021). They identified an optimal construction workflow
enabled by digital twin construction by interviewing a wide range of personnel involved in
construction projects. The questions targeted the main inefficiencies of construction processes,
possible ways to counteract these, and the data required from construction sites to monitor the
status of construction processes in real-time. Their results were further used by Mediavilla et
al. (2021) to derive main semantic concepts (with their relationships) in a top-down approach.
We developed the digital twin construction data schema introduced in Section 4 in a bottom-up
approach based on these two reports. During the development, close attention was put on
identifying overlaps and differences with existing process and product models to align the new
model with the current state-of-the-art.

4. Digital Twin Process Model as a Basis for Advanced Performance Evaluation

The data model for Digital Twin Construction is divided into two parts. On the one hand side,
there are the classes related to the as-planned information (Figure 1). These describe the intent,
which can be understood as the future state of the construction project formulated in plans and
schedules. On the other hand, there are the classes relevant for the as-performed status of the
project (Figure 2). Here, only the information about the present status of the executed processes
are considered. Where as-planned and as-performed refer to processes, equivalent terms exist
for product information. In this case, as-designed represents the product intent and as-built the
product status. Since products result from the corresponding processes, they form a subpart of
the respective as-planned or as-performed model side (Sacks, 2020).

Some classes are used on both sides of the model since they do not differ in their attributes, but
only in the attribute values of the class instances. Others are represented through separate
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distinctly named classes because status and intent require differing attributes. Furthermore,
additional classes only exist on one side of the model, e.g. defects of building elements are only
part of the project status since they are not planned upfront. For this reason, the two sides of the
model should be understood as two information containers that partially share classes.

Although the model is presented in two parts, there are clear connections between them that are
omitted in Figures 1 and 2 for clarity. The classes site, building, storey and space form a bridge
between as-planned and as-performed because they are not expected to be influenced by the
process execution on-site but hold true for project status and intent. Furthermore, resource and
zone form common parent classes for the context-specific subclasses. Moreover, every class
from the as-planned side directly connects to its equivalent class on the as-performed side. Any
deviation between the two would be stored in the knowledge layer because global reasoning
could be required to assess the difference between an as-planned product and its corresponding
as-performed process.

4.1 Core Data Model Classes

All in all, the model classes can be grouped into four main categories. First, there are the classes
that represent the construction processes. Second, the resources that are used by the processes.
Third, the products that are the end result of the processes, and fourth, the working zones where
the processes are executed. This again shows the strong orientation for processes of the
developed model. The following section explains the four groups of classes in more detail and
discusses their differences between the as-planned and the as-performed model sides.

Processes: The processes are the central part of the model and can be found in the middle part
of Figures 1 and 2. They are organized on three levels, starting on the left side with the most
general level up until the most low-level information on the right-hand side. On the most general
level, there is the work package. 1t holds information about the used construction method and
can be seen as an aggregation of more detailed processes. On the level below, there is the
activity. Every work package consists of multiple activities, where the activity describes one
construction step to build one or a group of objects, like placing formwork or pouring concrete.
Each activity is further dissected into tasks, where each fask represents an activity related to a
singular building element or building element part. Preconditions can be connected to activities
and tasks that describe the requirements of a process to support the proactive make-ready steps
of lean construction. There are various types of preconditions, e.g., a zone that needs to be
available or another process that needs to be finished beforehand. All types of preconditions
can be found in Figure 1 directly to the right of the process classes. Where the as-planned
processes hold details about long-term averaged performance factors dependent on the
construction company, the construction method, and the project’s particularities (Hofstadler,
2007), the as-performed processes (construction, operation, and action) need to support short-
term performance evaluation. Fine-grained insight into performance variation and process
disruption allows the development of timely countermeasures to improve the overall
construction performance.

Products: In terms of products, the model contains building elements and building element
parts (see lower right corner of Figures 1 and 2). This possibility of decomposition should be
highly oriented towards the corresponding processes, e.g. a wall with multiple layers that are
constructed in separated steps should have its layers represented as building element parts. On
the contrary, a window that might consist of various parts but is entirely installed by a single
task should be represented by a single building element without multiple parts. However, the
level of granularity of the just mentioned decomposition is one of the main modeling challenges
and needs to be carefully chosen according to the present use case. The same applies to the
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granularity of the construction processes. The building elements are logically organized
according to the overall spatial structure of the building with the classes in the lower left corner
of both figures. Here the project is broken down into the sife, one or multiple buildings, their
storeys, and their spaces. Depending on its type, a building element is either associated to a
space, e.g., a specific room or to a complete storey. None of these classes hold geometric
information but only indicate the general building breakdown. There are no significant
differences between the as-designed and as-built sides regarding required attributes. Therefore,
the same classes are used for both sides of the model. To tell the class instances apart
nevertheless, the Boolean attribute IsAsDesigned is introduced.
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Figure 1: UML model of the project intent information (as-designed and as-planned).
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Figure 2: UML model of the project status information (as-built and as-performed).

Resources: In the presented model, the resources are all persons or physical things that are
required during a process to build a specific building element. They are grouped into four
classes. These are the labor force in the form of worker crews, equipment like heavy machinery
and small tools, materials, and temporary equipment like formwork and guardrails. All resource
classes, together with their parent classes, are located in the top section of Figures 1 and 2. It is
essential to note the difference between the resource assignment and the resources. The
resource assignment represents the resources required by a specific process, whereas the
resource classes are used to model the amount of resources existing on the construction site
(planned or performed). In this way, a resource instance can be connected to multiple resource
assignments. The resource assignment is replaced with the resource application on the as-
performed side of the model. The resources also differ between as-planned and as-performed
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because, during execution, exact location and current activity/ inactivity are available, which
are not planned in this detail ahead of time.

Zones: Finally, the zomes enable modeling of the location breakdown structure of the
construction project. Every zone represents a spatial area where construction is executed. For
this reason, the zone is directly connected to the processes. Unlike the space and storey, the
zones do have geometric information. In some cases, a zone might be equivalent to a storey, or
a space, but a direct relationship is not always given. Overall, the zones are an essential indicator
of the construction flow because flow can be judged on the occupation rate of worker crew and
flow of materials but also on the occupancy of working locations (Sacks, 2016).

4.2 BIM2TWIN Core Ontology

As discussed in Section 2.1, the Linked Data concept is suited well for the digital twin context,
which requires uniting data from various sources. In addition, when sharing data across digital
twins, the interoperability provided by the Semantic Web Technologies gains even greater
importance. For this reason, the first steps for converting the presented data model into an
ontology that can be used in the Linked Data context are provided. Reusing existing ontologies
is a central idea in the Semantic Web. Therefore, one should evaluate thoroughly which classes
can be reused from existing ontologies and which should be created newly.

The BIM2TWIN Core Ontology was developed completely based on the UML diagrams
presented in Section 4.1. All classes, relationships, and class attributes were translated into the
corresponding ontology classes, object properties, and data properties. Only domains and
ranges of object and data properties were defined to allow other researchers and practitioners
to reuse the B2T Core Ontology without restricting them too much in the application. The
cardinalities were not integrated into the ontology to broaden the application range.

Within the B2T Core Ontology, several existing ontologies are reused. Most importantly, the
lightweight BOT ontology, which closely resembles the structure of building elements
organized in spaces, storeys, and buildings, is completely integrated into B2T Core. However,
the process classes did not coincide with the definitions in existing ontologies and were
modelled with entirely new classes. Finally, the resources required a mixed approach, with
some classes reused from DiCon and others added newly. In terms of object and data properties,
several other ontologies could be reused: Basis Geo WGS84 for spatial referencing, QUDT for
representing units of literals, and OWL Time for all time-related attributes. While the first
preliminary version of the B2T Core ontology is finished, further refinement regarding
alignment with existing ontologies is required before the ontology can be published. Publishing
the ontology in a well-documented form is the next goal, which will be part of future work.

5. Discussion

Even though a data model that serves as a basis for advanced performance evaluation was
presented, this forms only the first step in reaching the goal of facilitating process assessment.
The actual data structure to organize performance indicators is part of the knowledge layer of
Ackoff’s data pyramid, which the present paper has not touched. However, a solid foundation
has been set in presenting a set of core classes that represent the essential parts of the
information layer in the required level of detail. A data model alone, without any data, is useless.
Since the data model breaks down processes in a fine-grained process network, it will be a
significant challenge to collect sufficiently detailed process-related data from construction
projects. Doing this in a mainly automated way without interrupting the ongoing construction
process is still a great challenge that is not yet resolved in the current state-of-the-art.
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Furthermore, finding the right granularity of processes and products is a task that the model
leaves to the data modeler. Regarding the proposed ontology, an initial concept was introduced.
To be used properly, it still needs further refinement and thorough documentation. According
to adhere to Semantic Web principles only once this is done, can the ontology be published
online.

6. Conclusion

Digital twin concepts together with lean construction principles are promising approaches to
raise a project’s efficiency and lift the design and operation phases but also the execution phase
to the next level. Tackling the execution phase of building projects in a holistic approach will
require clear data structures to be able to extract meaningful information and knowledge.
Existing data models lack relevant aspects of the process analysis with a digital twin of
construction. A thorough process description with input and output flows and process
prerequisites is required for dynamic rescheduling. Also, the distinction between as-planned
and as-performed processes is an essential part of it.

The present paper introduced a novel process model tailored to building projects that serves as
a foundation for advanced construction performance evaluation, fulfilling all of the mentioned
requirements. It defines a core set of classes that can be accompanied by domain-specific
extensions. Moreover, a concept was developed to translate the process-oriented model into an
ontology that can be used in the semantic web context. However, the data model has not been
applied yet in a real-world digital twin scenario. Therefore, it will be the highest priority to
carry out a test study that thoroughly evaluates the model’s performance and compares it to
other alternatives. Additionally, the model is limited exclusively to the execution phase. During
the operational phase, a similar performance evaluation can be conducted. Extending the model
by classes specific to the operational phase and allowing a smooth transition from the execution
to the operation phase could also be interesting for future work. Further extension and adaption
of the model should also be dedicated to linear infrastructure projects like rails, roads, and
tunnels whose process workflows vastly differ from conventional high-rise buildings and are
currently not covered. Finally, the first concepts to apply the data model to the semantic web
context were executed. Still, they will require further work to result in a publicly available
ontology that complies with linked data standards.
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Abstract. Current practice of BIM-based collaboration relies on the exchange of entire domain
models, which are managed and shared using Common Data Environments. Such platforms are well
standardized in terms of states, roles, and participants. However, the coordination of changes by
exchanging entire models requires manual identification of any added, modified, or deleted
information from one shared version to another. This paper proposes the application of an event-
driven system architecture, which is in widespread use in modern communication systems.
Combining the publish-subscribe design pattern, patch-based update mechanisms for BIM models,
and the established concept of asynchronous, decentralized collaboration in BIM projects can
significantly ease the process of understanding design changes and reduce the overall overhead of
information already shared in previous versions among project members.

1. Introduction

A major advantage of the Building Information Modeling (BIM) methodology is to facilitate
collaboration and coordination among the various domain experts in designing and constructing
built assets. In today's practice, reflected in ISO 19650, data management in BIM projects is
realized through Common Data Environments (CDE). While the standard does not define the
technical implementation, a typical CDE is a web application with centralized file storage for
sharing model files and associated documents. Domain experts involved in a project can upload
and download files from and to the CDE. It is important to note that current BIM practice relies
on the notion of federated domain models (such as architectural, structural, and electrical
models) as specified in ISO 19650 (CEN, 2018). Accordingly, no overall model is
collaboratively edited, but each domain creates individual models and coordinates them with
other parties in discrete time intervals. Currently, this federation concept is realized by
uploading information containers comprising entire domain models (typically in an open BIM
format) to a CDE. However, today's practice entails significant limitations, as modifications
cannot be tracked for individual objects, forcing all collaborators to perform global checks for
potential coordination with their domain models.

Numerous studies over the past decades have highlighted the advantages of vendor-neutral data
exchange over closed-BIM solutions (Shafiq et al., 2012; Solihin et al., 2016; Zhang et al.,
2015). Design processes are often multi-disciplinary and iterative, demanding the use and
integration of various design and simulation tools. Thus, novel methods for distributing design
changes are highly required to support decisions and project management. Currently available
open-BIM solutions can only facilitate exchanging complete BIM files rather than specific
changes on object level, which impedes a seamless integration and evaluation of the exchanged
updates.

To overcome this deficiency, a patch-based update mechanism can be used to track model
modifications on object level representing them as graph-based transformations (Esser et al.,
2021). A core requirement of realizing such a decentralized object synchronization system lies
in a suitable network architecture and adequate communication protocols. Advanced techniques
of distributed computing systems appear promising as various protocols support bidirectional
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and asynchronous communication, particularly relevant for the fragmented construction
industry with highly specialized domains.

This paper proposes an event-based mechanism to transfer update patches among project
stakeholders and highlights different protocols that support bidirectional communication in a
distributed, asynchronous environment. The approach enhances the information value of BIM-
based exchange workflows because it provides direct access to the modifications, which helps
to assess the impact on other domain models. Nevertheless, it is essential to state that each
domain will continue authoring individual domain models, which other parties should use for
reference purposes. The benefits of the proposed approach are twofold: First, clear authorship
for each dataset shared within a project remains existing. Second, the proposed system reduces
the overall data exchange and simplifies the evaluation of shared modifications as each party
can register itself for events relevant to its design and simulation tasks. Furthermore, the
subscription to specific change events assists in raising alerts to the user in case of critical
updates that affect interdisciplinary dependencies.

2. Existing approaches in the context of BIM-based collaboration systems

The design and planning of civil and building assets are typically iterative processes as the
achieved results must fit various boundary conditions, such as environmental and economic
aspects. Finding consensus across the involved parties typically involves consistency and clash
detection checks, performed on coordinated models that assemble all partial domain models
(Preidel & Borrmann, 2015). Studies have shown that decentralized federation-based
collaboration using independent domain models and merging them regularly into coordination
models shows higher performance than jointly working on a single centralized BIM model
(Counsell, 2012). Shafiq et al. (2013) have researched user requirements against CDEs and how
existing platforms supply suitable functions accordingly. Even though the results achieved back
then are not directly comparable to today's market situation, some key findings are still valid.
Mainly deviating naming conventions and considering proprietary formats produced by desktop
products hinder an unbiased comparison of various processes. From a technical perspective,
current CDE systems require sharing BIM models as monolithic files and uploading them
manually to the project platform.

Contrary to this practice, Sattler et al. (2020) proposed a query-based approach to consume
information from federated models. The extracted information assists in interdisciplinary
problems as their framework can handle heterogeneous data sets. However, project-wide
coordination of all delivered models remains not possible with their approach.

Chen & Hou (2014) have presented a hybrid approach consisting of peer2peer and Client-
Server connections for model-based collaboration workflows. Each domain connects to the
centralized project hub, enabling project-wide management and coordination of
interdisciplinary tasks. Additionally, all members of a specific domain can jointly collaborate
within their domain system to synchronize their achievements in real-time. However, a
downside of their approach is the strong focus on aspects related to the architectural and MEP
domain. Following the vision of extending the decentralized nature of design processes with
the ability to share updated information in an event-driven style, a flexible system architecture
is required to respect existing paradigms and enhance the information flow among experts and
disciplines participating in a project.
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Recently, multiple researchers have investigated leveraging cloud capabilities and linked data
techniques to foster the delivery and exchange of project files, including BIM models, drawings,
images, and others. Senthilvel et al. developed a micro-service approach for delivering project
files following the information containers ISO standard 21597 (Senthilvel et al., 2021).
Additionally, Karlapudi et al. (2021) have analyzed the capabilities of ISO°21597 and presented
a case study evaluating SPARQL queries in information containers. Schulz & Beetz (2021)
proposed the use of the BIM collaboration format (BCF) on a centralized web server to
document existing buildings.

3. Distributed architectures and technologies

The concept of distributed computing has been researched and applied in various research and
industry applications. This section highlights best-practice approaches to event-oriented
programming, network architectures, and related communication protocols.

3.1 Design patterns for event-driven programming

Design patterns assist in defining standard implementation recipes on how a specific feature
should handle data in a best-practice manner. Two prominent patterns must be considered when
discussing the application of event-driven architectures for BIM-based collaboration
workflows.

Observer pattern: Consider a set of objects that must be notified about the change applied to
object A. Then, object A maintains a list of observers. Every time the state of this object changes
(e.g., a new value is set to a particular object property), the object instance reports to all
observers about the change. Each observer, in turn, can then perform actions to react to this
event. Even though the object knows its observers, there is no vice-versa interaction between
an observer and the object itself, like notifying the entity about the observers' state.
Nevertheless, one can implement a second observer to enable a bidirectional communication
structure between both objects.

Publish-Subscribe pattern: Contrary to the principle of having a single consumer for each
message, the publish-subscribe pattern features the distribution of an incoming message to
many receivers. Clients can specify a topic or channel within their message, which is then used
in the middleware to distinguish to whom the message should be delivered. Clients can
subscribe to topics relevant to their business and will automatically receive incoming messages
from the middleware if they contain the subscribed topic.

In addition to the observer and pub-sub approach, the Point-To-Point pattern distributes
occurring events to other parts of the system. Each connected object can formulate a message
and send it to a centralized middleware. The middleware uses a message queue following the
First-In-First-Out approach to store all incoming messages. Then, it forwards the message to
(exactly) one receiver with free capacities. Usually, each message is delivered to only one
receiver and exactly once. As an advantage of this restriction, the receivers do not need to
coordinate after receiving a message but can perform the necessary tasks. Such an
implementation is often applied for load-balancing use cases (Curry, 2004).

47



29" International Workshop on Intelligent Computing in Engineering (EG-ICE)

3.2 Event-driven architectures in distributed network systems

The outlined design patterns typically act on a single computer or even within a single
application. However, these concepts are also extensively used for distributed systems
consisting of multiple devices connected to each other or through a central server. In the latter
case, the server exposes interfaces and enables several clients to connect simultaneously and to
exchange information using standardized communication protocols. A client can emit a
message and receive data other clients (or the server itself) has published to the system. In
addition to client-server architectures, peer2peer systems support non-hierarchical network
layouts, in which each computer can communicate with others in a direct manner.

In all types of network architectures, standard web-based communication protocols, such as
Hypertext Transfer Protocol (HTTP) and Transmission Control Protocol (TCP), can realize the
information transfer. Accordingly, REpresentational State Transfer (REST) is a popular means
for creating Web APIs (Fielding, 2000). RESTful web APIs are typically based on HTTP
methods to access resources (API functions) via URL-encoded parameters and the use of JSON
or XML to transmit data. Each HTTP method is executed as a request to a server that responds
with content and a status code (indicating whether the request was successful or not). REST is
well suited for various applications that involve manipulating and maintaining the status of data
at the client-side while requiring efficient communication with a server. However, the server is
typically stateless when using REST, i.e., no session information is retained by the server. As
a result, information about the requesting clients (e.g., their IP addresses) is not stored. Hence,
achieving an event-driven communication requires the client to periodically send requests to
the server, check whether an event has occurred, and then retrieve the data. Hence, the stateful
WebSocket communication protocol is more suitable for the envisioned application in the field
of BIM-based collaboration as it can provide (using its built-in capabilities) a full-duplex
communication between clients and servers. Communication using WebSockets ensures a real-
time notification of clients by the server when a particular event occurs as the clients' connection
address and state is maintained at the server. From a systematic perspective on the network
architecture, servers implementing event-driven mechanisms are often named Message-
oriented middleware (MOM). The server itself manages incoming messages and distributes
them to all connected clients. Curry (2004) compares this architecture to the idea of a classical
postal service. Messages are delivered to a post office; then, the postal service is responsible
for providing the item to the correct receiver.

Looking into systems featuring the Internet-of-Things (IoT), prominent MoM examples are the
MQTT and the CoAP protocols, which are often used in machine-to-machine (M2M)
communication. The MQTT protocol facilitates topic-based communication where each client
can publish payloads under hierarchically structured topic lists. In turn, clients can listen to any
level of the topic hierarchy and receive a notification in case of a new message. The MQTT
protocol uses a TCP-based communication based on IP routing (Light, 2017). In contrast to
MQTT, the CoAP protocol specifies events by Universal Resource Identifiers (URIs) instead
of topics. Thus, receivers subscribe to a particular resource rather than a topic (Bormann et al.,
2012). Both protocols focus on situations where collecting, storing, sending, and receiving data
with a minimum of overhead to protect the available power and network resources. Therefore,
a key objective of MQTT and CoAP is a data transfer with almost no data overhead.

3.3 Serverless approaches

The latest advancements in cloud computing have reduced the burden of configuring, securing,
and deploying servers. A new paradigm that is recently gaining popularity is the serverless
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architecture, supported by leading cloud providers like Amazon Web Services, Google Cloud
Platform, and Microsoft Azure. "Serverless" means that a developer does not need to manage
an entire server infrastructure but uses the existing infrastructure (managed by the cloud
provider) and mounts single scripts and partial implementations into the provided system. These
features can be triggered by a series of events like uploading a new file into a storage system or
by any other system interaction. A significant benefit of serverless approaches is the extreme
flexibility in scaling system resources to demand.

3.4 Summary

The concepts and protocols presented in the previous paragraphs provide a sound technical base
to realize an open system that is applicable to any kind of information exchanged within a
project. Architecting an open BIM cloud-based collaboration platform requires deep knowledge
about both, capabilities of communication techniques as well as domain use cases and needs.
Some methods and techniques are better suited for exchanging large files (when comparing
REST and Sockets vs. MQTT) or establishing a bidirectional communication channel (Sockets
vs. REST). The realization of these approaches would combine diverse design patterns,
fulfilling the underlaying use case and purpose. Given the architectures and patterns presented
in the previous paragraphs, it appears promising to combine the advantages of event-driven
approaches, transferring only updates applied to models instead of entire monolithic data items.

4. Proposed concept

We describe an exemplary situation of two interacting domains to motivate the proposed
concept, as depicted in Figure 1. The architect creates a design model and hands it over to the
structural engineer. The structural engineer subsequently develops a structural model using the
information delivered by the architect. Later, the architect modifies the architectural model by
inserting a new balcony. This operation leads to a change of the slab geometry and a new door
and railing insertion into the architectural model. As the update affects load-bearing elements,
the structural engineer should get notified about the applied change because the structural
application referenced it. To this end, the structural engineer needs to consider the impact of
the applied architectural change on the structural model (e.g., the extended area for vertical
loads on the balcony and horizontal loads on the railing). After modifying the structural model
and re-running subsequent simulations, the structural engineer may send the results back to the
project platform reporting the corresponding changes in the structural model.
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Figure 1: Exemplary situation of a patch-based model update between two domains.

4.1 Requirements resulting from cross-domain collaboration

Inspired by the current practice of BIM-based collaboration, its supplementary standards, and
the outlined scenario, an event-driven CDE should meet the following set of criteria:

- Each domain continues to work in specialized authoring and simulation tools suited to
fulfill assigned tasks. Accordingly, each domain publishes resulting model updates
using update patches and remains full ownership over their respective domain models.

- New parties can join the project at any time and may subscribe to events that are
particularly interesting for their tasks. Depending on the role and project setup, the
project platform should provide appropriate access control and other business-related
mechanisms.

- A copy of all discipline models is maintained on a centralized server, enabling the
system to provide access to the latest state of each discipline model on-demand without
the need to re-interpret the entire chain of change events. Additionally, the whole history
of all changes communicated within the project is stored on the server to enable
switching between several versions of BIM models.

4.2 Proposed solution

Combining the shortcomings of current CDE platforms and already existing techniques for
distributed computing, the following architecture is proposed:

The publish-subscribe approach is applied to consider the distributed, asynchronous nature of
design processes in the AEC industry while expressing necessary dependencies among various
domains. Additionally, each involved party in the project can emit updates and subscribe to
events relevant to its specific design and simulation tasks. A central server acts as a message
broker, managing access rights, storing clients' subscriptions, and forwarding events according
to their specified subscriptions. The server maintains a history of all raised modification events
and supplies the latest model versions using HTTP-based interfaces. The data transfer between
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each client and the server is realized through WebSocket connections offering bidirectional
communication.

Each event consists of a topic and the patch content transferring the actual modification applied
to a particular model. As design information produced and distributed during AEC projects
varies in complexity and representations, the topic hierarchy must be agreed upon individually.
Like other project-specific agreements, the concept of Employer's information requirements
(EIR) and BIM execution plans (BEPs) are reasonable mechanisms to state these project-wide
definitions. The topic of each event is then chosen according to this topic hierarchy and helps
the server forward each event to the correct clients without analyzing the individual patch
content. Figure 2 depicts an exemplary situation for a design project of a building.

BIM Manager m Interior Design
Subscription to: ‘ Subscription to:
- Architecture / \ - Architecture
-  MEP
- Structural Design

Interior Design

o

Architecture 1 ME

Subscrlptlon t.O: Structural Design Subscrllptlonto:
Interior Design . - Architecture
Subscriptionto:

- Architecture

MEP

[ ] send & receive
[ ] receive only

Figure 2: Topic subscription model for a building project consisting of various parties and diverse topic subscriptions

The subscription of a client happens either implicitly or explicitly. The implicit subscription
method is envisioned as an automatic process if a domain requests a copy of a foreign discipline
model for reference purposes. If an update affects these models, the collaboration system
forwards the event to the subscribers. The update is applied to their local machines without
further notice ("silent" integration). This way, it is ensured to keep all copies of a shared
discipline model up to date at any storage location.

Contrary to implicit subscriptions, clients can express their explicit interest in specific object
types or all objects within a logical container (e.g., building, building storey, system, etc.).
Spatial and geometrical relationships within a BIM model could facilitate advanced
subscription topics (e.g., all objects of any domain within a volume/box). For such cases,
approaches like BIMQL and GraphQL may be employed to formally describe interests in a
computer-readable manner (Daum & Borrmann, 2014). If a client receives an update of explicit
interest, an alert is triggered, pointing the user to evaluate the event's impact on his domain
tasks and models.

Additionally, explicit subscriptions help express interdisciplinary dependencies even though
the essential principle of asynchronous project management is retained. Given the example in
Figure 1, the structural engineer may subscribe to model changes affecting specific building
elements such as walls, beams, columns, and slabs because of their load-bearing capacities. If
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the architect adds the balcony and thus edits the geometric shape of the slab, the structural
engineer receives a notification about the corresponding changes in the referenced architectural
model. Subsequently, the engineer evaluates this modification in the architectural model and
updates the structural model accordingly. After emitting another change event by the structural
engineer transferring the changes applied to the structural model, all copies of any discipline
model are synchronized again and reflect the latest state of the design.

5. Analysis of advantages and disadvantages of the proposed system

The proposed system features event-driven communication between clients and a centralized
server. Synchronization on any desired time interval can be achieved. Intervals range from
weekly synchronization of all models to an almost real-time collaboration if modification
events are emitted immediately after applying changes in the authoring system. Letting the user
choose the synchronization frequency according to specific needs enables a flexible yet
controlled collaboration environment that supports agile and proactive project management.

Similar to the definition of suitable topic classifications, the choice of an appropriate
synchronization interval depends on the individual project characteristics and is therefore
difficult to define in a standardized manner. Furthermore, the transfer of changes on object-
level instead of federating entire models demands dedicated checks to ensure the correct receipt
of patches and their proper integration on all receivers. Besides integration verification,
accompanying mechanisms are essential to indicate a specific version of foreign models as an
engineer bases domain tasks on one state. Indeed, the proposed architecture drastically reduces
the risk of making decisions on superseded models if a frequent information exchange is
implemented in the project. However, it is of considerable benefit for conflict and clash
resolution if tracing back design decisions and associated versions is possible. Therefore, the
benefits of the proposed system outweigh the disadvantages, especially if all model replicas are
synchronized frequently and users take design changes of foreign disciplines into account in
their planning.

6. Summary and Outlook

Implementing event-driven exchange mechanisms can foster an intelligent and smooth BIM-
based collaboration. It enables a quicker exchange of modifications applied to shared discipline
models. Furthermore, it supports the understanding of whether and to what extent an update in
foreign models impacts design tasks of a specific domain. Clients can register their interest in
particular update scenarios by subscribing to events from similar or different domains. Each
domain keeps the author’s rights on its models and publishes patches that comprise the
modification logic to a specific model. Thus, the established and well-adopted principle of
asynchronous design environments in federated systems and the coordination of all domain
models in regular time intervals remains unchanged. Nevertheless, the proposed approach
reduces the amount of information a client must evaluate and provides notification mechanisms
to highlight updates relevant to an individual client.

The authors will report on experiences and results after validating the proposed system in real-
world projects.
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Abstract. The performance of building-integrated photovoltaics (BIPV) shows high variations due
to several factors, including design model uncertainty, installation mode, dirt/soil effects, aging
factors, and manufacturing issues. This paper explores the uncertainty of BIPV outputs from the
perspectives of both model uncertainty and parameter uncertainty using the EnergyPlus program.
The sampling-based Monte Carlo method is implemented to conduct the uncertainty analysis of
BIPV outputs. The meta-model global sensitivity analysis (Bayesian adaptive spline surfaces) is
used to obtain important factors affecting BIPV outputs due to its high computational efficiency.
The results indicate that both model and parameter uncertainty has significant influences on PV
outputs. The combined remaining effect, power rating, and model uncertainty are three important
factors influencing PV electricity. Therefore, these factors should be carefully chosen or adjusted
to provide a reliable estimation of PV outputs.

1. Introduction

BIPV (building-integrated photovoltaics) has been widely considered a promising method to
provide sustainable energy for buildings (Sun et al, 2021). There are different types of
integration methods in buildings, including walls, roofs, windows, and skylights. Chen et al.
(2021) investigate the energy performance of BIPV windows in street canyons. They found
that energy savings due to BIPV window increase in north-south orientated open canyons.
Pabasara et al. (2022) investigate the design options of building-integrated photovoltaics
using multi-objective optimization in terms of life-cycle cost and energy performance. The
method proposed includes four steps: data inputs, performance simulation, optimizer, and
optimized results. The results show that there are seven optimum roof BIPV design solutions
and fourteen skylight BIPV design options. Rounis et al. (2021) explore the design,
development, and experiments of BIPV/T (building-integrated photovoltaics/thermal) in an
indoor solar simulator. Their study provides a design standardization of air-based BIPV/T
design and emphasizes the importance of convective heat transfer in this BIPV/T system.
Most previous studies concentrate on the electricity and thermal performance of BIPV
systems. There are studies to explore the uncertainty of PV systems. Liu et al. (2018) apply a
two-stage procedure to predict both the point and interval estimation of short-term PV
outputs. The first step is to create neural network models and the second step is to apply the
kernel non-parameter density estimation to estimate the associated prediction intervals.
Thenevard et al. (2013) discuss the long-term uncertainty of PV outputs. They found that the
standard deviation of PV outputs is approximately 8.7% for the first year of operation and
7.9% for the other years over the PV lifetime. However, a few studies focus on both
uncertainty and sensitivity analysis of building-integrated photovoltaics. The variations of
energy performance in BIPV due to uncertain inputs are not fully explored yet.

Therefore, this research investigates the uncertain results of BIPV outputs and identifies the
key factors affecting PV electricity. Both the model and parameter uncertainty in a BIPV
system would be explored in this research. The meta-modeling sensitivity analysis is used to
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obtain the sensitivity index influencing BIPV outputs. Moreover, the convergence of both
uncertainty and sensitivity results for the BIPV system is evaluated to obtain robust results.

2. Method

The procedures of uncertainty and sensitivity analysis of building-integrated photovoltaics
can be divided into six steps as illustrated in Figure 1. The first step is to determine the
distributions of input parameters from previous studies. The second step is to obtain the
sampling results using the Latin hypercube method. The third step is to compute the PV
models with the EnergyPlus program in the R environment. The fourth step is to collect the
PV electricity from the EnergyPlus models. The fifth step is to display the uncertain results of
PV systems. The sixth step is to conduct the sensitivity analysis based on the meta-model
global sensitivity analysis. The BP Solar BP275 PV panels are used in this case study. The
area of a PV panel is 0.63 m? with 36 solar cells. The short-circuit current is 4.75 A and the
open-circuit voltage is 21.4 V. More detailed information on these PV panels is available in
the EnergyPlus example file (DOE, 2021).
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Figure 1: Flow chart of uncertainty and sensitivity analysis of building-integrated photovoltaics.

2.1 Uncertainty analysis

Two types of uncertainty will be considered in this study: model and parameter (Tian et al.,
2018), as listed in Table 1. Model uncertainty refers to various PV models to estimate the
electricity of PV systems, whereas parameter uncertainty refers to the parameters influencing
PV outputs. Three types of PV models are considered: simple, TRNSYS, and Sandia (DOE,
2021). The simple PV model is used to compute the electricity output by the incident solar
radiation multiplying the constant PV efficiency. The TRNSYS model is a four-parameter
empirical equivalent circuit model to estimate the PV output (Duffie and Beckman, 2013).
The Sandia model is developed by David King from the Sandia National Lab using empirical
relationships (King et al., 2003). The uncertain parameters include installation modes,
Albedo, power rating, dirt/soil, and other variables. Two types of installation modes are
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considered: stand-alone (decoupled) and natural ventilation, which can be regarded as a
uniform categorical variable. For standalone PV, the cell temperature of modules in the array
is obtained from the energy balance relative to NOCT (Nominal operating cell temperature)
conditions. The NOCT temperature is the operating temperature of the module with a wind
speed of 1 m/s, no electrical load, and a certain specified insolation (800 W/m2) and 200C
ambient temperature (Beckman and Duffie, 2013). For the natural ventilation BIPV, the PV
temperature is obtained from the exterior baffle temperature in the naturally ventilated
exterior cavity model. The albedo is taken as a uniform distribution between 0.1 and 0.15.
The change of PV power rating is regarded as a normal distribution of mean -3% and standard
deviation of 3%. The influence of soil and dirt is represented as a normal distribution of mean
-3% and a standard deviation of 2%. The remaining variables including spectral effects, aging
effects, etc. (named as other variables) are considered as a normal distribution of a mean of -
5% and a standard deviation of 5% (Thevenard and Pelland, 2013).

Table 1: Uncertainty parameters for uncertainty and sensitivity analysis of PV system.

Uncertainty type Factor Short names  Values/Distributions

Simple (SP), TRNSYS
(TS), Sandia (SN)

Stand-alone (DE),

Model uncertainty PV computation method PM

Parameter uncertainty Installation mode IM natural ventilation (VN)
Albedo RE U(0.1, 0.15)
Power rating PR N(-3%, 3%)
Dirt soil DS N(-3%, 2%)
Remaining factors RF N(-5%, 5%)

The PV panel is assumed to be installed in Tianjin, China, and the typical year data in Tianjin
is used to obtain PV electricity. Figure 2 shows the variations of daily solar radiation in
different months. There are more variations of daily solar radiation in summer than those in
winter. The simulation is conducted using the EnergyPlus V9.6 program (DOE, 2021). There
are three types of PV models and two types of installation modes. Hence, there are 6 cases in
this study. The PV models are run 1000 times using the Sobol sampling method to obtain
reliable results of PV outputs for every case. The Sobol sequence is a low discrepancy
quasirandom sequence with a good convergence performance (Sun, 2021). The convergence
test of uncertainty and sensitivity analysis would be discussed in section 3.1 and section 3.2,
respectively.
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Figure 2: Violin plots for daily horizontal solar radiation by month in Tianjin.

2.2 Sensitivity analysis

The meta-modeling Sobol sensitivity analysis is conducted to obtain the importance rankings
of the factors above influencing PV output (Tian, 2013). The meta-model used in this method
(Bayesian adaptive spline surfaces) is one of the polynomial spline models in which the
integrals can be computed analytically without the Monte Carlo simulation (Francom and
Sanso, 2020). Hence, the computational efficiency would increase significantly compared to
the conventional meta-model variance-based global sensitivity analysis. The Bayesian
adaptive spline surface models are firstly created using the 1000 samples from the uncertainty
analysis. Then the sensitivity index is derived based on the definition of the main and total
effects of global sensitivity analysis. The main effects and total effects can be obtained at the
same time from this meta-model sensitivity analysis. The main effects refer to the influences
of a single factor without considering the effects of other factors, whereas the total effects
include the main effects of one specific factor and interaction effects with the other factors.
The interaction effects can be two-way or higher-order effects for a complex engineering
system. R Bass package is used for sensitivity analysis (Francom and Sanso, 2020).

3. Results and discussion

3.1 Results from uncertainty analysis

This section would firstly discuss the convergence of uncertainty analysis of PV electricity to
make sure the results are stable. Then the total uncertainty results would be described to
compare the results in three PV computation methods and two installation modes. Finally, the
uncertainty results would be illustrated due to separate factors.

Convergence of results from uncertainty analysis
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Figure 3: Stability of percentiles of electricity generated by PV systems with the sample number for
the ventilation mode using the TRNSYS model.

It is necessary to check the convergence of uncertainty results using sampling-based methods.
Figure 3 shows the change of various percentiles of PV electricity with the ventilation mode
using the TRNSYS model. These percentiles tend to be stable after 400 simulation runs using
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the Sobol sequence sampling method. The 95" percentile of PV electricity has more
variations in this case study as might be expected. This is because more extreme values
require more sampling runs. The 50" percentile (median) of PV electricity has slight
variations after 200 simulation runs. The 1000 sample runs are chosen in this research for the
stable results of both uncertainty and sensitivity analysis. The convergence of sensitivity
results would be discussed in section 3.2.

Results from total uncertainty analysisFigure 2 and Figure 3 show the cumulative density
function and box plots of annual electricity in six cases, respectively. The model uncertainty
has a marked influence on the results of PV electricity. The results from the simple model
(SP) are almost the same for two installation modes (stand-alone and natural ventilation),
whereas the results from the stand-alone are around 12% higher than those from the natural
ventilation using the Sandia model and TRNSYS model. This is because the influences of
change in PV temperature can be properly considered in the more detailed PV models,
including Sandia and TRNSYS models. Hence, it is necessary to implement suitable PV
models in estimating PV outputs when integrating with buildings. As also can be seen from
Figure 3, the differences in mean values from the Sandia and TRNSYS models are less than
2%. As a result, the PV electricity using both the Sandia and TRNSYS is reliable to provide
an accurate estimation of PV outputs.
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Figure 4: Electricity generated by PV systems in two installation modes (DE, decoupled; VN,
ventilation) and three PV models (SP, simple; TS, TRNSYS; SN: Sandia National Laboratories).

The IQR (inter-quartile range) values of PV electricity are 132 kWh when using the simple
PV model. These IQR values would be decreased to 124 kWh in the case of stand-alone PV
installation mode using the TRNSYS and Sandia models. The IQR values would further
slightly be reduced in the case of natural ventilation BIPV. Hence, the uncertainty of PV
electricity would change with the variations of PV models and PV installation modes
although the change of uncertainty is not significant. It is also found that the coefficients of
variation for PV outputs in all six cases are around 6.44% in this research. This suggests that
the relative variations of PV electricity normalized to the mean values for three PV
computation methods and two installation modes are almost the same in this case study. As
also can be seen from Figure 5, the ranges of PV outputs in every case study are larger than
the difference between the three PV computation methods. Hence, the variations of PV
electricity due to the parameter uncertainty are larger than those from the model uncertainty.
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Figure 5: Box plots of electricity generated by PV systems in two installation modes (DE, decoupled;
VN, ventilation) and three PV models (SP, simple; TS, TRNSYS; SN: Sandia National Laboratories).

Results from uncertainty analysis from four separate factorsit is also interesting to
explore the density plots for separate factors in a specific PV computation method and a
specific installation mode. The PV electricity with the ventilation mode and TRNSY'S method
would be investigated because this PV calculation method can present more reliable results as
discussed in this section. Figure 6 illustrates the kernel density plots of PV electricity due to
four factors: Albedo (RE), power rating (PR), dirt/soil (DS), and other variables (RF). The
largest variation of PV electricity is due to the RF (other variables, including aging and
spectral effects) in which the interquartile is 92 kWh. The next factor is PR (power rating)
with the interquartile of 55 kWh. The third-largest variation of PV electricity is because of
dirt on the PV surface and its variation only accounts for around one-third of variations due to
RF factors. There are almost no variations of PV electricity due to RE (Albedo) in this case

study.
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Figure 6: Density plots of PV electricity using the TRNSYS model in the ventilation mode due to four
factors (DS, dirt soil; PR, power rating; RE: reflectivity; RF, remaining factors).
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3.2 Results from sensitivity analysis

This section firstly presents the convergence of the sensitivity index with the sample size.
Then the main effects and interactions influencing PV electricity are illustrated. Finally, the
total effects would be explored to obtain the final importance rankings affecting PV outputs in
this case study.

Convergence of results from sensitivity analysisFigure 6 shows the change of total effects
as a function of sample size in this case study. The total effects obtained from sensitivity
analysis would be very unstable before the 300 simulation runs. The ranking results for PM
(PC computation method) and PR (power rating) would be even changed after 100 simulation
runs. After the 500 simulation models, the total effects become stable although there exists a
slight change after 900 model runs. The simulation runs for stables results between
uncertainty and sensitivity analysis are different by comparing Figure 4 and Figure 6. In this
case study, more simulation runs are required for sensitivity analysis than those for
uncertainty analysis.
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Figure 6: Stability of total effects with the sample number for the PV systems.

Main effects and two-way interactions

Figure 7 shows the sensitivity results of input parameters using the meta-model global
sensitivity analysis. The most important factor is the remaining variables, including spectral
effects, aging effects, etc., which account for around 58% of variations of PV outputs. The
next two important factors are the PV power rating and model uncertainty, which are
responsible for 17% and 11% of output variations, respectively. The sum of these three
important factors accounts for approximately 86% of total variations of PV outputs. The other
factors have only slight influences on the variations of PV outputs. Hence, these three factors
should be carefully considered in computing PV outputs to properly evaluate the uncertainty
of electricity generated from the BIPV system. As also can be seen from Figure 4, the
interactions of the PV model and installation modes also have influenced the variations of PV
outputs. This can be explained from Figure 3 that the PV results would be changed in two
installation modes using the Sandia or TRNSYS models, while the PV outputs would almost
be the same in two different installation modes using the simple PV model.
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Figure 7: Main and interaction effects of input parameters influencing PV electricity.

Total effects

Figure 8 shows the total effects of factors influencing PV electricity. A similar conclusion can
be obtained as discussed in Figure 7. The total effects are almost the same as the main effects
for three factors, including RF, PR, and DS, since there are almost no interactions between
these three factors. The total effects for both IM and PM would be increased by around
0.0234 due to the interactions of these two factors as shown in Figure 7. Therefore, the total
sensitivity index for all the factors would be above one due to the interactions. It can be also
observed that the variations of total effects are very small in this case. Therefore, the rankings
results influencing PV electricity would be very robust since there are no overlapping total
effects. The albedo effects have almost no influence on PV outputs in this case study, which
are not shown in Figure 8. The RF (including aging, spectral, and other variables) has a large
influence on the PV outputs. More detailed research is required to decompose this combined
factor into specific variables, which could provide more guidance on how to reduce the
uncertainty of PV estimation.
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Figure 8: Total effects of input parameters influencing PV electricity.
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4. Conclusion

This paper investigates the uncertainty and sensitivity analysis of building-integrated
photovoltaics (BIPV) from the perspective of both model and parameter uncertainty. The
following conclusions have been obtained from this research:

(1) The convergence of uncertainty and sensitivity in exploring the BIPV performance should
be properly evaluated. In this case study, more simulation runs for the sensitivity analysis are
required compared to the uncertainty analysis.

(2) The results from uncertainty analysis indicates that both model and parameter uncertainty
have significant influences on PV outputs. The variations of PV electricity due to the
parameter uncertainty are larger than those due to the model uncertainty.

(3) The results from the meta-model sensitivity analysis show that the remaining effects
(including aging and spectral effects), power rating, and model uncertainty are three important
factors influencing PV electricity. Therefore, these factors should be carefully chosen or
adjusted to provide a reliable estimation of PV outputs.

Further research is be required to understand the effects of uncertain factors for different types
of BIPV, such as PV windows, and PV/T systems.
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Abstract. In the process of building construction, the semantic understanding of building
point clouds provides potential solutions for efficient building quality supervision, progress
monitoring, and sub-system deviation analysis. However, the lack of suitable public labeled
datasets, the low degree of color discrimination and the particularity of multi-system
coexistence in construction scenes have brought certain challenges to semantic
segmentation of point clouds. But rich semantic information in related Industry Foundation
Classes(IFC) can be used to synthesize effective labeled data. Our main contributions are
as follows:1) We propose a synthetic conversion method from BIM model to point cloud,
and construct a synthetic dataset for construction scenes based on IFC. 2) We segment the
colorless point cloud of the construction scene into five types (IfcSlab, IfcBeam, IfcWall,
IfcColumn, IfcDistributionFlowElement) with Point Transformer and use focal loss to
improve the segmentation accuracy of small-area components with synthetic data for data
enhancement.

1. Introduction

In the building life cycle, the construction phase is a key part to control the quality of the entire
building, but the traditional way of building supervision relies more on manual inspection. The
development of 3D laser scanning technology has enabled us to collect and understand
buildings more conveniently and quickly. Recently, there have been many related studies to
achieve great progress on point cloud semantic recognition, but they either focus on the indoor
scenes which contain too many components that are not applicable in the construction scene
(such as furniture) or only focus on the segmentation of building structural systems (walls,
beams, slabs, columns) without considering the piping system. In the existing building datasets,
there are few public datasets only for construction scenes with rich semantic information
annotations, and also meet the standard for the classification of component types in IFC. At the
same time, the low degree of color discrimination and the special types of components included
in the construction scene bring challenges to the point cloud segmentation in the construction
scene. We found that many IFC models corresponding to construction scenes have not been
used. If the rich semantic information in IFC can be used to synthesize effective labeled data,
the problem of data shortage in real construction scenes can be solved.

Not only for the analysis of deviations between components within a single system, but also for
subsystem component division, especially when MEP systems and structural systems coexist,
to meet the regulatory requirements of different systems, we propose an IFC-based point cloud
semantic segmentation system for building electromechanical coexistence construction
scenarios.

The main contributions are as follows: 1) We propose a synthetic conversion method from BIM
model to point cloud, and construct a synthetic dataset for construction scenes based on the
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classification of component types in IFC. 2) We segment the colorless point cloud of the
construction scene into five types (IfcSlab, IfcBeam, IfcWall, IfcColumn,
IfcDistributionFlowElement) with Point Transformer and use focal loss to improve the
segmentation accuracy of small-area components with synthetic data for data enhancement.

2. Related Work

Quality supervision, progress monitoring, and deviation analysis of buildings in the past relied
more on manual inspection and has not yet formed a perfect automated process. With the
development of 3D scanning technology, point clouds have gradually become a format for fast
scanning and fully expressing building. Point cloud data of buildings under construction can be
obtained directly or indirectly through laser scanners and RGB-D cameras. Without the
limitations of image resolution and multi-perspective image processing, the point cloud data
obtained by laser scanning is more accurate and suitable for the acquisition of construction data
of large construction scenes, which is also the way we use in our method.

In order to propose a more automated and efficient solution in quality supervision, progress
monitoring, and deviation analysis of buildings, many methods have been proposed to compare
as-built and as-planned buildings. There are two main categories: one is Scan-vs-BIM (Bosché
et al., 2014; Rebolj et al., 2017; Tran et al., 2019) and the other is Scan-to-BIM (Murali et al.,
2017; Awvetisyan et al., 2020; Boschéet al., 2015). The former does not require complete
modeling of the building, focusing on the comparison of the corresponding structures; the latter
requires a complete modeling of the building and further analysis based on the modeling results.
But in both approaches, understanding the semantic information of architectural point clouds is
crucial. Traditional point cloud segmentation methods are widely used such as methods based
on area growth which are over-reliance on the selection of seed points and require trade-offs
between accuracy and efficiency, and methods based on model fitting such as k-means
clustering algorithms which still need to manually determine K values.

Compared with traditional segmentation methods, methods based on deep learning can extract
high-dimensional features from training data better and cluster better. TangentConv
(Tatarchenko et al., 2018) projects the 3D point cloud onto the 2D plane, which will lose
information and not make full use of the spatial features such as the sparseness of the point
cloud. At the same time, the selection of the projection plane may also seriously affect the
recognition accuracy. OCTNET (Riegler et al., 2017) converts irregular point cloud data into
the expression of point cloud voxels and uses coefficient-based convolution to reduce
computation and memory consumption. Despite this, the loss of geometric information due to
point-to-voxel conversion is still unavoidable. The Pointnet series of deep learning networks
that can directly input 3D point cloud output segmentation results is a point-level segmentation
method which completely retains the geometric information of point clouds. Pointnet (Qi et al.,
2017a)extracts global features for all point cloud data, Pointnet++ (Qi et al., 2017b) can extract
local features at different scales, through multi-scale combination and multi-resolution
combination which ensure better feature extraction. However, it’s still not sufficient to learn
local features of points, so other methods such as graph convolution are proposed. DGCNN
(Phan et al., 2018)introduced a new module Edgeconv to extract the local features of point
clouds, and learn the semantic information of point sets by dynamically updating the graph
structure. But the direction information between points is ignored.

These methods have been applied to building elements(such as walls, floors). Based on Stanford
Large-Scale 3D Indoor Spaces(S3DIS) dataset, Collins (2020) uses DGCNN network to divide
4 classes (pipe system, wall, slab, stair), without taking into account the distinction between
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walls and columns, which are common and important structures in construction scenarios. Kim
et al(2020) automatic pipe and elbow recognition from three-dimensional point cloud model of
industrial plant piping system using the convolutional neural network without considering the
segmentation of large-area structural components except for the specific subdivision of the pipe
categories in the MEP system. Correspondingly, Kim et al. (2021) uses DGCNN network to
divide five types(wall, beam, ceiling, floor and column), without considering the pipe system
at all. However, in the construction scene, the structure and the pipe system are often integrated,
and because the distribution of pipe is generally close to the wall or near the beam, it will have
a certain impact on the division of the two systems. Therefore, how to accurately distinguish
between two systems and multiple categories within the system also has certain challenges. At
the same time, the classification criteria in these articles are not unified with the IFC standards,
which are important in the field of architecture.

Furthermore, the above deep learning-based methods require a large number of point cloud
datasets similar to the application scenario, but the existing datasets including S3DIS,
Scannet,etc contain a large number of interior furniture and the scene color is diverse, which
are quite different from the construction scene. Due to the high cost of the manual labeling point
cloud, there are very few point cloud datasets only for construction scenarios that are public
and meet IFC standards. Considering many IFC files including rich semantic information of the
building itself in the design stage have not been used, IFC-based method of synthesizing data
is a good choice. Ma, Czerniawski and Leite (2020) proposes a method of synthesizing data,
from Revit to point cloud. But it still doesn't shed its reliance on the S3DIS dataset. Therefore,
we propose a synthesis method for construction scenarios closely integrated with IFC, and use
the synthesis dataset for data enhancement.

With the significant improvement achieved by the transformer and self-attention models in the
image domain, the introduction of self-attention mechanisms on point clouds has been
motivated. Point transformer (Engel et al., 2021) introduces a local-global attention mechanism
to combine global and local features which are used to obtain the relationship and shape
information between points. Point transformer has achieved state of the art in classification and
segmentation tasks.

Therefore, to provide a better solution for multi-system and multi-component semantic
understanding of construction scenes, we propose a method of synthesizing point cloud datasets
to solve the problem of lack of labeled construction buildings dataset; On the basis of data
enhancement of synthetic datasets, we use Point transformer to divide construction point clouds
into five categories (IfcSlab, IfcBeam, IfcWall, IfcColumn, IfcDistributionFlowElement) to
solve the problem of semantic understanding when multiple systems coexist in the construction
scene; and focal loss is introduced to solve the problem of unbalanced component samples in
the construction scene.

3. Methodology

The method is mainly divided into two parts: Synthetic dataset based on IFC and Semantic
segmentation of building point clouds based on Point transformer.

3.1 Constructive Conversion Method from BIM to Point Cloud

Nowadays, more and more related products in the construction industry provide data exchange
interfaces based on the IFC standard. Especially in construction scenarios. Synthetic point
cloud data based on IFC files can effectively make up for the lack of data in construction
scenarios.
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The flow chart of the entire BIM to point cloud conversion is as follows:

Point cloud sampling

Point cloud labeled
from mesh

1.Data sampling IFC file Obj & label database

2. Data cleaning Label merge Data selection Category statistics

. Multi label
Region

3. Region segmentation segmentation classification
dataset

Figure 1: The flow chart of the entire BIM to point cloud conversion.

Synthesize Point Clouds from IFC.The first step is to construct building foundation
components datasets automatically. We start from the IFC file of the actual building and
generate a synthetic data set for training. In the first step, we convert the files from the industry
foundation class format (.ifc) to obj format files (.obj) for each object based on CBIMS
software platform. Second, we performed point cloud sampling and labeling from the mesh of
the obj files for each foundation components class (such as wall, column, pipe, door, window,
etc) through open3D. The sampling method is not random sampling but uniform sampling
according to the size of the area. At the same time, the unit of length and area in IFC is unified
into meters.

Label Classification and Data Cleaning Based on IFC Standards.There are more than 20
common types of IFC in construction scenarios according to statistics, but the main data types
are IfcSlab, IfcBeam, IfcWall, IfcWallStandardCase, IfcColumn, IfcDoor, IfcWindow,
IfcFlowFitting...These are also the main component in the construction process. According to
the business needs of component identification in the construction scene, the IFC type is merged
and finally focused on the following five types: IfcSlab, IfcBeam, IfcWall, IfcColumn,
IfcDistributionFlowElement. IfcWall is a mixed representation of IfcWallStandardCase, and
IfcDistributionFlowElement is a mixed representation of all categories related to IfcFlow.
IfcBuildingElementProxy is deleted because of not a key category during construction, IfcGrid
is deleted due to the existence only in IFC and not in actual buildings, and the remaining types
are included in the other category.

Extract Different Small Blocks from Point Clouds.Since the point clouds extracted from
the multi-story building are too large, which is not conducive to segmentation, we divide the
point cloud data obtained in the previous step into blocks. Different from the point cloud
voxelization operation, we only convert a large-scale point cloud into a small-scale point cloud
according to certain rules, and there is no change for base objects.IfcSpace and floor elements
are two kinds of available information. IfcSpace-based separation methods have certain
limitations due to the lack of IFC files containing complete IfcSpace information, as well as
inaccuracies at the edges of the room. Therefore, we first cut multi-story buildings into single-
story buildings, then randomly cut on the XY plane of single-story buildings. Finally, the
optimal division results are obtained after testing different block sizes through experiments.

3.2 Semantic Segmentation Based on Point transformer and Focal Loss

Semantic Segmentation Network.Point transformer is the classification and segmentation
network for point clouds proposed by Oxford University et al, which has been verified to
perform well on many point clouds datasets like S3DIS. And the most important design layer
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is Point transformer layer. This layer is invariant to arrangement and cardinality, so it is
essentially suitable for point cloud processing. Besides, U-net structure is used in semantic
segmentation, including 5 encoders and 5 decoders. The encoder uses Transition Down and
Point transformer Block to down-sampling and extracts features, and the decoder uses
Transition Up and Point transformer Block to up-sampling and mapping feature. Figure 3 shows
the structure of Point transformer.

(N,32) (N/4,64) (N/16,128) (N/64,256) (N/256,512)  (N/256,512) (N/64,256) (N/4,64) (N/16,128) (N,32) (N,6)

MLP

Point transformer

Transition Down

Transition Up

Figure 4 : The structure of Point transformer.

Based on Point transformer, we segment the construction scene point cloud into the above five
types of components with the synthetic point cloud dataset obtained in the previous step as data
enhancement and compared the effects of different ways of division on semantic segmentation
through experiments.

Focal Loss Replaces Cross-entropy Loss. In the construction scene, the number and area of
slabs and walls are large, and the relative sample number of columns, beams, and pipes is
relatively small, which leads to the problem of multi-class sample imbalance. Therefore, we
replace the cross-entropy loss function with the focal loss function, and give different weights
to different categories according to the number of sample points and the difficulty of
segmentation, so as to improve the segmentation effect.

M
1 (1)
Losscross entropy — — Nz Z Yic IOg(pic)
i c=1
L @)
Lossfocal =- NZ Z Yic * ac(l - pic)y lo.g(pic)

i c=1

Equations (1) and (2) represent the loss calculation formulas of cross-entropy loss and focal
loss in multi-classification where M is the number of label, y;. (symbolic function)is 1 if
ground truth is c, else 0, p;. is predicted probability that the observed sample i belongs to the
classc, a. isthe weight of class c and y is the hyperarameter adjusted according to experiments.
In the experiment, we set y = 0.2, and « is adjusted according to the number of samples.
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4. Experiments

4.1 Point Cloud Collection on Real Construction Scenes

The Trimble x7 laser scanner was used in the point cloud collection process with a scanning
accuracy of 2mm. There are two types of scanned construction scene buildings. The first
collection scene is on the tenth floor of a residential building under construction, covering an
area of about 490 square meters. Most of the scenes are wall, beam, and slab structures, without
electromechanical pipelines and column components; the second scene is a square in a square.
On the first floor of the basement, the actual scanned model area is about 8,000 square meters.
In addition to the basic wall, beam, and slab structures, it includes a large number of column
structures and electromechanical pipe structures.

Due to the large amount of data collected on-site results in the high memory usage, the point
cloud data was down-sampled under the premise of meeting the accuracy requirements, and the
minimum point distance of the final point cloud was 0.03m. The region is also divided to eight
sub-scenarios.

4.2 Synthetic Dataset for Construction Scenes

According to the synthetic conversion method from BIM to point cloud proposed in Section 3,
the design model( IFC) of the construction building is converted to a synthetic point cloud
dataset on the construction site. Each scene is a single-story building, not containing decorations
such as furniture, and the basic components such as beams, columns, and walls occupy the
majority. Figure 4 shows one of these synthetic data scenarios.

Figure 4: One Sysnthetic Scene.

We optimized the size of the block and slide into the Point transformer on synthetic datasets.
Considering whether the column can be included in a block facade, we set the minimum block
size to 1m, and test the segmentation accuracy on the synthetic dataset under different parameter
configurations(see Table 1). In the experiment, block=2.5m and slide=1m achieved the highest
accuracy.
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Table 1: The effect of different blocks and slides on the segmentation accuracy of synthetic datasets.

Block size Slide Accuracy
5 25 0.74
25 1 0.88
1 0.5 0.62

4.3 Semantic Segmentation Results

Through comparison of different block divisions, we choose the optimal parameter (block =
2.5m, slide size = 1m) to generate the segmentation dataset, and then segment on the synthetic
data and the real dataset scanned in Section 4.1.

Table 2: Compare results using S3DIS for enhancement and synthetic data for enhancement.

Class Acc(S3DIS+real) Acc(synthetic+real)
IfcSlab 0.990 0.990
IfcBeam 0.758 0.783
Ifcwall 0.960 0.966
IfcColumn 0.559 0.905

Table 2 shows the results of comparative experiments using S3DIS for enhancement and
synthetic data for enhancement. Since there is no pipe in S3DIS, we only chose four real sub-
scenarios including only four types (IfcSlab, IfcBeam, IfcWall, IfcColumn), to compare the
experimental results obtained by using S3DIS for enhancement and synthetic data for
enhancement. It shows that indoor datasets like S3DIS that contain a large number of furniture,
stairs, and other irrelevant components and have high color discrimination are not suitable for
construction scenarios. However, when the synthetic dataset proposed in this paper is used for
data enhancement, the segmentation accuracy on beams and columns is improved to a certain
extent.

Table 3: Compare segmentation accuracy of five types under cross-entropy loss and focal loss.

Acc(cross entropy

Class Acc(focal loss)

loss)
IfcSlab 0.960 0.951
IfcBeam 0.679 0.794
Ifcwall 0.915 0.837
IfcColumn 0.122 0.422
IfcDistributionFlowElement 0.695 0.746

In order to better distinguish pipe in the MEP system and important structural components, we
added four construction sub-scenarios containing pipe and structural categories. At the same
time, in order to improve the segmentation effect of beams and columns, we use focal loss
function. We compared the segmentation accuracy of five types under cross entropy loss and
focal loss(see Table 3). We compared 10U of five types under cross-entropy loss and focal
loss(see Table 4).
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Table 4: Compare 10U of five types under cross entropy loss and focal loss .

Class IOUI(QSOS; ocal 10U(focal loss)
IfcSlab 0.905 0.913
IfcBeam 0.470 0.431
Ifcwall 0.677 0.640
IfcColumn 0.106 0.248
IfcDistributionFlowElement 0.612 0.655

Table 4 shows that after replacing the loss function with our segmentation network, the
segmentation accuracy of beams, columns, and pipes is improved, especially for columns, while
the segmentation accuracy of beams and walls remains unchanged. Figure 5 shows three real
sub-scene segmentation results, the left column is ground truth, and the right column is the
segmentation result.

. IfcSlab . IfcColumn

IfcBeam . IfcDistributionFlowElement

. IfcWall . Other

Figure 5: Three real sub-scene segmentation results, the left column is ground truth, and the right
column is the segmentation result.
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5. Conclusion & Outlook

In this paper, a more efficient solution is proposed for multi-system multi-component semantic
understanding, from generating data, to proposing methods and solving special difficulties in
construction. In view of the lack of synthetic data of construction buildings, we propose a method for
generating synthetic point cloud datasets from IFC, which automatically generates annotated synthetic
point cloud datasets. Aiming at the problem of non-uniform component classification standards, we use
IFC as a reference to determine the category of segmentation objects to ensure the unification of
upstream and downstream tasks. Aiming at the inaccurate segmentation of multi-category components
in multiple systems, we use synthetic datasets for data enhancement, segment the construction point
cloud into five categories(IfcSlab, IfcBeam, IfcWall, IfcColumn, IfcDistributionFlowElement) with a
better segmentation network Point transformer, and introduce focal loss to solve the problem of
unbalanced component samples in construction scenes. We hope that more good methods can be
proposed in the future to solve the problem of semantic information understanding in more subdivided
categories for construction scenarios.
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Abstract. This paper proposes a block hash (BH) method for efficiently storing multiple Industry
Foundation Classes (IFC) models in the database. We find that there are lots of duplications when
we store different models or different versions of a model into the database because of the temporal-
spatial correlation of data between these models. The main idea of our approach is to divide these
model files into appropriate blocks and to calculate the hash values of these blocks to reuse the them
in different models. These blocks should not be too small in case too many nodes need to be
compared, nor should they be too large in case it is difficult to find identical blocks to share between
different models. So the BH method is proposed to efficiently make the database redundancy-free.
For the experiments we use multi-versions of multiple models of a same project to validate this
method. The experimental results show that our method is practicable and efficient.

1. Introduction

Building Information Modeling (BIM) technology has been widely applied in the construction
industry. Since every stage of a facility will involves multiple institutions, data resource sharing
becomes significant and urgent. BuildingSMART proposed Industry Foundation Classes (IFC),
a standardized, digital description of the build asset industry. It provides an international
standard for many different applications and promotes the exchange and sharing of data. As a
way to exchange a BIM file between different software, IFC is designed to be non-redundant
and concise in a monolithic file. However, with the application of BIM becoming more and
more collaborative, and the model size becoming increasingly larger, non-file based BIM
sharing platform is becoming necessary. These platforms, such as CDE (Common Data
Environment), FM (Facility Management platform) and Archiving, etc., usually provide storing,
querying, managing and viewing functions for multiple BIM models supported by database.

Typically, many of these models may be different parts of a same project, or different versions
of a same design, or generated by the same team, so the data in these models may have temporal
or spatial correlation. The well-designed inner structure of the IFC file cannot prevent the large
amount of duplicate data across these models.

So many people try to extract IFC model information and store it in different types of databases.
Nevertheless, the existing approaches seem inefficient for some multi-model task scenarios.

In this work, we proposed the block hash (BH) method to merge the duplicate nodes in IFC
files. This method takes advantage of the structure of IFC. It not only reduces the space cost of
the storage, but also reduces the upload time required for the storage. Based on this method, we
have established a redundancy-free IFC storage platform. In the platform we provide the
interfaces for saving and querying information from multiple models. we adopt MongoDB for
the underlying database of the platform for its good applicability and great read performance in
the case of high load. Moreover, the block hash method may also be used for storage based on
other databases. The current experimental results show that BH method is very effective in
handling with multi-model tasks. And it also has good scalability for subsequent research.

https://doi.org/10.7146/aul.455.c198 74


mailto:gaoge@tsinghua.edu.cn

29™ International Workshop on Intelligent Computing in Engineering (EG-ICE)

2. Related Works

2.1 Model Storage in BIM

IFC has many expression formats like the SPF (STEP Physical File) format, XML, JSON and
so on. The SPF format includes HEADER and DATA two parts. HEADER s used to record
some meta data such as IFC Schema version, model name and description etc. DATA is for the
real model data which is organized according to the IFC specification.

Krijnen and Beetz (Krijnen and Beetz, 2016) put forward the method of using HDFS5 to store
IFC models, which greatly reduces the querying time of some components such as obtaining
the largest window in the model. This method is more advantageous than the traditional formats
in many aspects. But there are still difficulties in data sharing and updating.

These file-based methods mentioned above are still unstructured or semi-structured. This makes
it difficult to realize the data features urgently needed by BIM, such as data management,
sharing and updating. Therefore, more people are exploring other storage methods like using
databases or blockchain to store BIM model to solve these problems.

BuildingSMART s carrying out the experiment of using SQLite to store IFC model. The
purpose is to provide a standard format of SQL.ite to store IFC data. In the aspect of relational
database, Li et al. stored IFC model into ORACLE database in order to verify the feasibility of
IFC database storage idea (Li et al., 2016). The experiment proved the feasibility of lossless
storage of IFC data by database, but the actual speeds were not satisfactory. Beetz et al.
proposed BIM Server of BerkeleyDB which is a key-value database (Beetz et al., 2010). The
architecture realized the conversion from IFC file to database by building a service layer and
the KeyValueStore Interface was provided to connect to different databases. But so far, only
the open source BerkeleyDB Java Edition database is realized (opensourceBIM, 2021). Yuan
et al. also adopted the column-oriented database HBase to store IFC model (Yuan and Shihua,
2017). Jiang and Wu put forward the method of storing IFC by using Elastic Search framework
and the graph database Neo4j. However only the spatial data of IFC model was stored (Jiang
and Wu, 2018). In 2019, Gao et al. proposed to use knowledge base and graph database to store
IFC model data. This method was mainly used to improve the efficiency of automatic model
checking (Gao et al., 2019).

Apart from the methods mentioned above, there are some storage systems such as the BIM-
server (Singh, Gu and Wang, 2011). These achievements indicate that structured storage of
BIM data is promising. The purpose of this research is to provide a general hashing method to
effectively compare the differences between different models or versions. It is helpful to reduce
the duplicate data and get the difference easily.

2.2 Model Compression in BIM

IFC has excellent structural design, which can reuse data to reduce storage space. However due
to the different IFC export algorithms adopted by different applications, there will be some
duplicate nodes in one model. Especially some fundament types like IfcCartesianPoint and
IfcPropertySingleVValue will have some duplicate instances. There are some compression
algorithms to remove these like the IFCCompressor which compresses the IFC files by line by
line (Sun et al., 2015) and ACC4IFC which takes the default value into consideration (Du et al.,
2020). The basic ideas of these algorithms are very concise. They want to remove the duplicate
nodes and reuse the left one to make the model as small as possible. And the facts have proved
that these methods can effectively compress IFC models. These algorithms mainly focus on the
compression of single model. But the more important problem that this research intends to solve
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is the duplicate data between different models especially different versions of the same model
like Figure 1. Although we can still use similar methods to compress these models but there
will be some problems and we will discuss in the methodology and experiment section.

Figure 1: The elements shared in different model versions.

In addition to the content-based compression methods, there are also some other compression
algorithms like the mesh simplification (Algorri et al., 1996; Cignoni et al., 1998) and so on.
Most of these methods simplify the geometric information of the model and will lose some fine
geometric information. In this study we want to keep all the information in the origin model
and we will not use these lossy compression methods.

3. Research Methodology

In this section, we mainly present the methodology how we implement hashing algorithm and
the way we build our platform based on BH.

Every release of the IFC specifications has strict regulations on every node type. The
inheritance diagram (or specification) of IfcRoot in IFC2X3 is presented below.

ENTITY IfcRoot
ABSTRACT SUPERTYPE OF (ONEOF (IfcPropertyDefinition, IfcRelationship, IfcObjectDefinition));

Globalld : IfcGloballyUniqueld;
OwnerHistory : IfcOwnerHistory;
Name : OPTIONAL IfcLabel;
Description : OPTIONAL IfcText;
UNIQUE
UR1 : Globalld;
END_ENTITY;

It’s clear to figure out every parameter in this basic type. There are some reference parameters
like the OwnerHistory. According to the specification we can define one IfcOwnerHistory node
here or reference another node whose type is IfcOwnerHistory.

The size of one node is determined by these parameters. Assuming that the average size of one
certain type is s and the file size is S, we can get that:

S= z St X C¢ 1)

tetypes

where the c, means the number of the node whose type is t.
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It can be seen from Equation (1) that in order to reduce the storage space of IFC models, we
can reduce the size of a single node or the number of nodes. It is obvious that we can use one
algorithm similar to the content-based compression algorithms to compare these models as one
to remove the duplicate nodes. However, the number of nodes is too large to deal with and the
different content makes it hard to compare these nodes one by one. The hash algorithm is used
to convert an arbitrary node into an encrypted output of a fixed length and it helps to decrease
the complexity of comparison. Our platform adopts MD5 (Rivest and Dusse, 1992) as the hash
algorithm, so each hash is 16bytes long. The number of nodes in a 200MB IFC file is about
3000000, which means that about 45.78MB of hash data needs to be saved.

If we get rid of the hash method, although we don’t need to save these hashes, the comparison
between different lengths of content will become more difficult. Each new model uploading
will need to load all the models which is impossible for the current hardware. So, it is necessary
to reduce the number of hashes, that is, the number of nodes, in order to speed up the calculation.
For the above reasons it’s important to merge some nodes as one whole part to participate in
the procession.

3.1 Calculate one block from IFC model

Because of the reference relationship in IFC structure, the algorithm can start from one node
that is not referenced by other nodes, and recursively find all the referenced nodes to form a
data block. However, this will cause a lot of duplicate nodes. For example, there is usually only
one IfcOwnerHistory node in one IFC model and all other nodes that inherit from IfcRoot
reference to this one. And the above blocking strategy will cause this node to be repeated tens
of thousands of times, resulting in a sharp increase in storage space. So, in this circumstance,
the nodes with many references should also be partitioned and the equation of S becomes:

S=s:+ Z Bs,, X Qs )
trerefs
S = Z BSt X Ct X (1 - Qt) (3)
tretypes

where Bs, means the block starts with the node whose type is t, s, means the average size of
node whose type is t, refs means other node types referenced by type t, and Q, represents
whether the node is the head node, which can be expressed as Equation (4).
_ {0, t is the head type
Qc = 1, t is not head type

(4)

If every type is the head type, the Equation (3) degenerates to Equation (1) which means
calculating hash for each line.

According to the above analysis, it can be concluded that in order to reduce the data expansion,
the key is to define the head type. Therefore, the following BH method is proposed.

1. Considering that the header nodes are easy to create index, all types with Globalld need
to be used as header type.

2. Count the quantities of nodes corresponding to each type of all IFC models in this
project and save them.

3. Start from the nodes with Globalld to find the referenced nodes recursively. The number
of referenced nodes corresponding to each type in the recursion process is counted and
saved.

77


javascript:%20void(0)

29™ International Workshop on Intelligent Computing in Engineering (EG-ICE)

4. Divide the referenced number of this type by the number of nodes, and set a threshold.
When the result is greater than this threshold, the Q value of this type is set to 0.

The change of the threshold will result in the following results: If the threshold value is too
high, most types will not be partitioned. It will result in excessive data redundancy. If the
threshold value is too low, it will lead to a large number of types. In extreme cases, it will
degenerate into Equation (1). Therefore, the factors to be considered when setting the threshold
include the configuration of the server for storage, the total model size of the project, the
network situation for uploading and the general configuration of the computer hardware for
uploading IFC files, etc.

Since the project models may be constantly increasing from the beginning of the project, the
threshold cannot be accurately calculated. Considering the various factors that affect the storage
space, querying efficiency and processing speed, we can finally roughly estimate a threshold
range according to the required hash quantity and storage space. If the total number of nodes is
in the order of tens of millions, it is hoped that the number of hashes can be reduced to the
previous 1/4. In this algorithm, the threshold can be selected in the range of 4-6.

3.2 Calculate hash for each block.

After we get the blocks of the model, we require removing the duplicate blocks. Calculating the
hash for each block is necessary. For there is only one header in each block, we can replace the
reference with the node itself in this header. In this way we can get one node that combines all
nodes in this block like the nodes #13 and #14 in Figure 2 which replace the reference in #7
and # 12. And the final block is only related to the existing blocks like #14. It should be noted
that the existing blocks not only refer to the blocks in this model, but also include the blocks in
the other uploaded models. Therefore, the line number cannot be duplicated and must be
incremented even in different models. Then we will calculate hash for #13 and #14 using the
text. Although the hashing algorithms are sensitive to changes like adding or removing just one
whitespace. We will pay attention to the IFC models derived from other applications like Revit
for it’s hard to modify the IFC model itself currently. So, the format of IFC is fixed and we can
ignore some small changes.

DATA;
#1= IFCPERSON($, '\X2\672A5BOA4E49\X0\",$,%,%,%,%,%);

#3= TFCORGANTZATTON($, '\X2\672A5B9A4EA9\X0\ ", $,$,%);

#7= IFCPERSONANDORGANIZATION(#1,%2,%);

#10= TFCORGANTZATTON('GS', 'GRAPHISOFT', 'GRAPHISOFT',$,%);

#11= IFCAPPLICATION(#1@,'22.0.0', ARCHICAD-64",'IFC add-on version: 4085 CHI FULL');
#12= TFCOWNERHTSTORY (#7,#11,%, .ADDED.,$,%,%,1557220848);

#13= TFCPERSONANDORGANTZATTON( TFCPERSON($, ' \X2\672A5B9A4EA9\X0\ ", %,%,%,%,%,%), TFCORGANTZATION(S, ' \X2\672A5B9A4E49\ X0\ ", $,%,%),%);
#14= TFCOMNERHTSTORY (#13, TFCAPPLICATION(TFCORGANTZATION('GS', GRAPHTSOFT', GRAPHISOFT',$,%);
,'22.0.0", "ARCHICAD-64',"'IFC add-on version: 4@@5 CHI FULL');,$,.ADDED.,$,%,%$,1557220048);

Figure 2: Example to Calculate BH.

3.3 Hash comparison based on the node block

The way to store and query all hash data has a strong impact on the upload time. Here we use
the Redis and bloomfilter (Bloom, 1970) to store and query hash data. To accelerate this process,
we also add the local cache to save the known results. When querying whether this value exists,
first we need to look for it in local hash cache, next the local bloomfilter and finally the Redis
until we get the precious consequence. The process can be shown as Figure 3.

The bloomfilter essentially holds an array of bits of length m. K (k<m) positions of each data
are calculated by k hash functions, and the corresponding position is set to 1 in the array. The
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structure can be shown as Figure 4. When querying, the data is also calculated by these k hash
functions to get the corresponding positions. If the corresponding positions are all 1, it is proved
that the data may exist. If one of them is O, the data must not exist. It is originally a plug-in in
Redis. We will load these data into one local self-developed bloomfilter before the upload starts
to reduce the impact of network delay.

save hash and ID

save hash and new ID
local cache

cache miss

local
bloomfilter

cache hit cache hit

miss ] hit
not exist query Redis existed ID
new ID ID
return ID

Figure 3: Hash Querying Process.

data
. Hash Hash Hash Hash
k hash functions Function 1 Function 2 T Function k-1 Function k
bitarray 1 1 O 0 0O 0 - 0 1 0O 0 0 1

Figure 4: Bloomfilter Structure.

3.4 Creating block index in the database

After the model is uploaded, the index that indicates the reference between different nodes and
some other indexes will be constructed, which will also include composite index. All
subsequent query processes are based on these indexes. These indexes include the Globalld
index, the model index, the reference blocks index etc. According to the document of MongoDB,
for a compound multikey index, each indexed document can have at most one indexed field
whose value is an array. So here we can create as more as possible compound indexes apart
from those who have two fields whose value is an array to help the data querying.

4. Experiments and Results

4.1 Test environment and models

First of all, we need to set up our platform. It includes MongoDB and Redis two databases. To
reduce network delay, we recommend to deploy them on one server or two servers located in
the same high-speed LAN (1GbE we used in our experiments). We chose the latter in order to
present the experimental results better. The following experiments were performed on two
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laptop computers both equipped with an Intel Core i7-10700F CPU (2.9 GHz), 32GB RAM and
128G hard disk.

For the experimental models we selected three models from different floors of the same building.
We removed parts of these models and got another three models that we called the second
version (V2). Figure 5 presents the first version (V1) and V2 of these models. There are so
many similar elements like pipelines, walls between different models or different versions. All
the evaluations were performed on the six models. The sizes of the six models are 353MB,
360MB, 261MB, 196MB, 11.4MB and 10.8MB from a to f in Figure 5. We used three methods
to upload the models, namely BH, line hash (LH) which means calculating hash line by line
and no hash (NH) which means just storing every line of the IFC models. Two experiments
were carried out for each method and tested removal of the spatial and temporal redundancy
respectively. Because we will not change the BH strategy in the whole experiment, so the results
are independent of the order of upload, which represents the addition or deletion of some parts.
As for the modification, we can regard it as deletion and then addition. So, these experiments
are enough to cover the common operations in the real-world version.

(@) (b)

(e) (f)

Figure 5: Test models. These models are from the basements of the same building. (a), (c), (e) are V1
models and (b), (d), (f) are V2 models.
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4.2 Evaluation of removing structural redundancy.
We uploaded all the V1 models to test these methods and the Table 1 shows the upload results.

Table 1: Upload V1 models results.

UL e MnwDe  Neolskokar Ry e
BH 20 788.7 + 400.6 2899510 220.72 5.1
LH 132 653.6 + 682.2 6577498 489.17 5.3
NH 120 993.5+ 940.4 10578153 0 9.3

The occupied MongoDB space is divided into two parts because we need to build some index
for querying. In order to be more intuitive, we show this part of data separately. The first part
is the model data and the second is the index data. The index space is positively correlated with
the number of hashes because we need to build index for every node.

Comparing the results of LH and NH, we can find that there are so many duplicate data between
different models. The method LH can effectively remove these duplicate data but because of
too many hashes, the speed, occupied Redis memory and index space are not satisfactory. By
BH, we reduced the number of hashes to 27% of NH and 44% of LH. Although the space
occupied by model data of BH is bigger than LH, the index takes up much less space than the
other two methods. Due to less hashes, BH is six times faster than the other two methods and
Redis takes less memory. Too many nodes will cause frequent reading and writing of a small
amount of data for MongoDB and Redis, which will greatly affect the upload speed. The
maximum memory occupied by the program during running is also reduced.

4.3 Evaluation of removing version redundancy.

We uploaded the V2 models on the basis of experiment 4.2 and get the final results which are
show in Table 2. Except for the time and memory, all the remaining records are the sum of two
experiments.

Table 2: Upload V2 models results.

UL e MowRe  Neolskokar Ry o
BH-V1 20 788.7 + 400.6 2899510 220.72 5.1
BH-V2 15 1.0 GB + 696 3772968 286.05 4.8
LH-V1 132 653.6 + 682.2 6577498 489.17 5.3
LH-V2 98 826.1 +1.2GB 7455914 566.72 3.2
NH-V1 120 993.5+940.4 10578153 0 9.3
NH-V2 102 1.9GB+1.78GB 20090161 0 9.1

According to the NH results, the line number of V2 is almost the same as V1. In this experiment
the method LH removed more nodes and the proportion of remaining nodes in the total
decreased from 62% to 37%. In the method BH, the number of blocks is just about 1.3 times of
V1. All these indicate that these two methods can remove lots of redundant data between model
versions. It is still the number of nodes that causes the other two methods to be slow. Although
there is no hash in NH means we don’t need to calculate, save and query the hash, too many
nodes will still cause slow writing to MongoDB and large memory consumption. At the same
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time the index space is also a factor that cannot be ignored. There are so many nodes we will
never query or get. It’s a waste to build index for these nodes. If we take the index space into
consideration, BH’s space occupation will become the lowest. The other advantages of BH are
the same as experiment 4.2.

5. Conclusion

In this work, we have implemented the redundancy-free IFC storage platform which is based
on the BH method. Compared with the other method like the traditional storage ways or the
other hash methods, this approach has the following advantages:

e There is a lot of redundancy between different models or different versions. BH can
help to remove these duplicate data and save space.

e Compared with other method, BH can greatly improve efficiency by reducing the
number of hashes. This method can reduce the reading and writing times of the database,
and organize IFC data more efficiently.

e The memory required for BH operation and Redis is lower which makes it better used
in practical application.

By BH and other improvements we built the redundancy-free IFC storage platform. The
advantages of this platform largely match the current BIM development trend-fast data sharing
and exchange. However, due to the huge amount of data, storage based on database cannot
completely replace file-based storage at present. In this study, MongoDB, a non-relational
database is used to store IFC model data, and some algorithms such as BH and hash querying
acceleration are proposed by using the structural characteristics of IFC, which greatly improves
the usability of BIM database.

This proposed method has been successfully approved that BH is effective. But there are still
some problems to be solved, such as how to reach the optimality, build more efficient indexes
or make the database support more IFC data. The future research may explore how to modify
the current database technology and make it more suitable for the massive, rapid-changing BIM
data.
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Abstract. Construction site noise needs to be properly managed because it affects the health and
safety of workers and nearby residents. Therefore, the authors attempted to develop a real-time noise
information mapping system for construction sites that can support the establishment of noise
reduction measures by practitioners using spatial interpolation. Field constraints were identified to
ensure that the noise-estimation model has high accuracy without disturbing workers. Spatial
interpolation was utilized to develop the noise-estimation model, and the performance was evaluated
by installing sensors in an experimental environment according to the field constraints. The model
showed optimal performance, with maximum and minimum accuracies of 97.5% and 92.4%,
respectively, when using eight sensing points as inputs. The research results were visualized through
the Unity 3D Engine for the convenience of field workers. Through the results of this study,
practitioners will be able to easily understand information on high-noise areas that need to be
managed, thereby minimizing the cost and time required for on-site noise management.

1. Introduction

Proper noise monitoring at construction sites is crucial because noise pollution causes numerous
health and safety issues and civil complaints (Ballesteros et al., 2010; Eom and Paek, 2009;
Hughes et al., 2015; Jung et al., 2020; Kang et al., 2021). In practice, the field manager installs
sound-level meters on the site fences to measure the noise, which does not help to understand
the noise propagation mechanism of the site. Accordingly, it is difficult for the contractors to
prepare appropriate countermeasures when civil complaints arise due to site noise, which
hinders the construction process (Choi et al., 2021; Hong et al., 2021a; Kwon et al., 2016).

This disparity has led to many studies being conducted focusing on simulating noise using noise
propagation models rather than collecting and analyzing noise through sensors. (Cai et al., 2015;
Gulliver et al., 2015; Hong et al., 2021b; Lee et al., 2008). The results of these approaches are
suitable for one-off environmental impact assessments; however, there are technical limitations
to applying the results to monitoring noise that is constantly generated during the construction
stage. Estimating field noise pattern with a noise propagation model requires the real-time
directivity and location of the on-site noise source. However, it is challenging to accurately
collect such information in real time given the changing field environment over time. For
instance, since field noise sources perform their tasks while moving, it is impossible to collect
directivity by placing sensors at the same distance from the noise source according to the
regulations.

To overcome the application limitations of the previous approaches using the noise propagation
model, in the construction stage, the research team aims to develop a method to sense real-time
noise of the overall construction site using spatial interpolation. The spatial interpolation can
estimate the noise levels of the desired area if only the noise levels at some points and the
distances between the sensors are known, enabling it to be applied at the construction stage
more accurately and efficiently compared to the noise propagation model.

https://doi.org/10.7146/aul.455.c199 84


mailto:lgt0427@snu.ac.kr

29™ International Workshop on Intelligent Computing in Engineering (EG-ICE)

2. Literature Review

Most of the research on estimating the noise patterns of construction sites is conducted based
on noise propagation models specified in international standards such as 1ISO 9613-1 and 2 (Di
et al., 2018; Gilchrist et al., 2003; Hong et al., 2015; Liu et al., 2021). The researchers have
mainly analyzed how construction site noise spreads to the outside to respond to civil
complaints that may occur during construction (Cai et al., 2015; Gannoruwa and Ruwanpura,
2007; Gulliver et al., 2015; Hong et al., 2021b; Lee et al., 2008; Santos de Oliveira et al., 2019).
The propagation model calculates noise information at each point, considering the directivity
of the noise source, the noise level for each octave band, as well as the surrounding terrain,
temperature, and humidity. If the model has specific input data available, the noise level near
the site can be estimated with good performance; as such, it can be used to estimate the damage
caused by the field noise based on the equipment specification at the design phase. However,
the detailed information about the input data is tricky to collect during the actual construction
phase due to the constantly changing field environments. Thus, applying the propagation model
to real-time monitoring of construction sites that continually change and have high levels of
uncertainty is limited in practice.

Some researchers eventually decided that sensors should be utilized to obtain noise information
reflecting irregularly changing field characteristics. Therefore, their research focused on
developing a wireless sensor network that can be used more efficiently in construction sites by
solving the inconvenience of installation and data transmission of conventional measurement
systems. (Hong et al., 2022; Hughes et al., 2015; Kang et al., 2021). However, it is difficult to
provide information to help practitioners manage noise by simply measuring the noise level at
specific points like in practice.

It is true that existing studies have solved various problems that can occur due to construction
noise, but attempts to derive meaningful information by analyzing the noise patterns generated
during the construction stage were insufficient. Field managers still have a hard time checking
which construction factors are the main cause when construction noise causes problems. If the
problem cannot be responded to promptly, the construction must be stopped according to
regulations, which inflicts significant financial damage on the contractors. For the purpose of
bridging this research gap, the authors developed a method to sense and visualize the noise of
the overall construction site in real time based on spatial interpolation.

3. Research Process

The process of this study consists of three steps. The first step involves identifying field

constraints to be considered when placing sensors to ensure the performance and field
applicability of the proposed system. Second, a low-computational yet accurate noise
estimation model is developed to achieve real-time noise levels at every spot of the site. Lastly,
in order to map the noise information at the grid level, the maximum noise value is extracted in
units of 10m x 10m, and it is visualized in three dimensions (3D) by setting a representative
value for each grid. The processing and analysis of the research data were implemented using
Python version 3.7.10, and Unity 3D Engine version 2020.3.23f1 was utilized for visualization.

3.1 Identifying Field Constraints

There are various noise sources and factors that can affect noise propagation on construction
sites. In addition, it may not be possible to install sensors at some points due to safety and
productivity issues and space constraints. Accordingly, the authors identified field constraints
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that must be considered to minimize the number of sensor placements while maximizing the
spatial interpolation performance without compromising safety and productivity. Based on 18
site experiments performed at different times, it was confirmed that to achieve satisfactory
performance, the noise-estimation results must reflect the local extremum. This is because the
spatial interpolation method estimates the noise level of the non-sensed points based on the
measurement values of the surrounding sensors. In terms of noise, the local extremum points
are located at the noise sources or around obstacles blocking the propagation path. Following
the consultation of field workers, the authors found that noise-emission equipment, site fences
(i.e., outer boundaries), steep slopes, and sound barriers were the points where sensors should
be installed to detect noticeable noise changes.

On the other hand, the work areas and equipment traveling paths cannot be approached within
a certain distance for various reasons. According to the safety management manual, the access
restriction distance is determined differently depending on the type of work (MOLIT, 2014). In
the case of earthworks covered in this study, 15m was defined as the access restriction distance.
Therefore, this value was adopted as the minimum distance required when installing sensors
near work areas and equipment traveling paths.

3.2 Developing Noise-Estimation Model

The authors developed a noise-estimation model based on spatial interpolation to obtain real-
time noise levels at every spot of the site. Inverse Distance Weighted (IDW) interpolation,
which gives greater weight to measurements near the estimated point, was utilized as the basis
for the noise-estimation model. IDW is suitable for real-time estimation because it has the
smallest amount of computation among the various interpolation methods. In addition, users
can customize the equation in an uncomplicated way to achieve the desired results. The
estimated noise level is calculated as shown in Equations 1 and 2 by the proposed model, where
x*, x;, w;, n, and d; indicate the estimated noise level, actual value from the sensing data,
weight, the number of measurement points, and distance between measured and estimated
points, respectively. Since noise attenuation is largest at a location closest to the noise source
(i.e., where the noise level is relatively high in the construction site), the weight of IDW was
customized for this study by dividing it by the actual noise value. In this way, relatively low
weights can be given to the points with high noise values to increase the attenuation effect for
the points close to the noise source.
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The model’s performance was verified through an experiment in a similar environment to the
earthworks. In the experiment, noise sources were built to simulate construction site noise, and
the system consisted of a passive speaker, an amplifier, and a mixer. The researchers selected
the system components, considering whether they could generate loud noises like heavy
equipment (i.e., more than 120dB). The excavator noise data acquired at the earthworks site
were used as a sound source. The Tnsmars 103 sensor was selected, which complies with the
international standard for sound level meter manufacturing. The error range of the sensor is
decent at 1.5dB, while the cost is low at US$145, which is suitable for applying a large number
of sensors for the experiment. The scale of the area was set to 200m x 50m by targeting the road
construction site. The sensors were placed at intervals of 10m, and two noise sources were
positioned. According to the field constraints, the experiment assumed that the sensor must be
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located more than 15m away from each noise source. The data collected from the placed sensors
were stored in MongoDB, a NoSQL-based database system. The data contained time, latitude,
longitude, and noise level information, as shown in Figure 1, and were sorted in ascending order
by time. By randomly changing the input data, the interpolation model estimated the value from
the remaining sensors. For instance, if noise data were collected by ten sensors installed at
random positions among the 111 placement points, the interpolation model estimated the noise
levels of the 101 non-sensed points. The performance of the model was evaluated as the
difference between the actual ground truths and the estimated values.

3 E S5
| Documents

ENV_ASSN.noise

Documents Aggregations Schema Explain Plan Indexes Validation

& app pata - [E3 = | o [@

# noise

_id Objectid Time Date Latitude Double Longitude Double Noise Double

1 2021-08-15T13:40:12 000+00:00 38.11530 127.086599 68.5
2 2021-08-15T13:40:12 000+00:00 38.11533 127.08719 66.2
3 2021-08-15T13:40:12 000+00:00 38.11528 127.08724 724
4 2021-08-15T13:40:12 000+00:00 38.11536 127.08729 703

2021-08-15T13:40:12 000+00:00 38.11536 127.08742 736

2021-08-15T13:40:12 000+00:00 38.11536 127 08755 713
7 2021-08-15T13:40:12 000+00:00 38.11542 127 08658 66.9
8 2021-08-15T13:40:12 000+00:00 38.11543 127.08711 712
9 2021-08-15T13:40:12 000+00:00 38.11544 12708718 740
10 2021-08-15T13:40:12 000+00:00 38.11546 127.08731 709
11 2021-08-15T13:40:12 000+00:00 38.11547 127.08743 738
12 2021-08-15T13:40:12 000+00:00 38.11548 127 08755 723

Figure 1: Example of the Data Collected from the Placed Sensors.

3.3 Noise Information Visualization

Finally, the noise information of the entire site derived by the noise-estimation model was
mapped by 10m grids. The authors visualized in 3D by setting the representative value of each
grid as the maximum noise value. In order to obtain 3D data of the experimental site,
overlapping images were acquired with a drone, and the collected image data were converted
into a point cloud through pix4d (commercially available software). In the case of a geographic
coordinate system, it is difficult to visualize in a 3D space because the coordinate units are
mixed (i.e., latitude and longitude: degrees, altitude: meters). Therefore, the latitude and
longitude coordinates of the collected noise data were converted into the UTM coordinate
system in meters, which is the same as the point cloud. Unconverted values were also utilized
when presenting information onto the visualizer since the geographic coordinates displayed on
the digital map are easier for users to understand. The Unity 3D Engine used to develop the
visualizer in this study is a game-based development tool with strengths in rendering, lighting,
terrain generation, and special effects. In addition, the user interface (Ul) can be designed and
implemented with less effort compared to existing Python or JavaScript-based visualization
tools, and input data can be updated in real time by linking with the database.
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4. Experimental Results

4.1 Noise-Estimation Results

Table 1 shows the results of evaluating the performance of the proposed noise-estimation model
by changing the number of input points. The performance was evaluated by calculating the
accuracy at each non-sensed point and averaging them. The average accuracy is calculated as
in Equation 3, where x;, x*, n, and A indicate the actual value from the sensing data, estimated
noise level, the number of non-sensed points, and average accuracy, respectively. The input
data was set from six to 12 with the condition that the sensors are placed in zones that comply
with the field constraints. The maximum and minimum accuracy were evaluated by random
sampling of 1,000 sensor placement combinations in each case.

_ 1%(2 (1- )) ©
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As a result, the noise-estimation model obtained decent performance for the cost when using
eight sensing points as inputs and the remaining 103 points as outputs; the maximum and
minimum accuracies were 97.5% and 92.4%, respectively. The maximum accuracy was slightly
improved to less than 0.1% per additional sensor as the number of input points increased more
than eight, so the authors judged that the efficiency became less important from that number
when considering the sensor cost. It was confirmed that the necessary conditions for deriving
high performance were to place the sensor at the points of outskirts, noise source, and the region
where the directivity and interference effect of the two noise sources existed, as shown in Figure
2. These points showed specific patterns for sensor installation to explain on-site noise
distribution and ensure performance.

x;—x*

Xi

Table 1: Performance Evaluation Result of the Noise Estimation.

Number of remaining

Number of input points (estimated) points

Maximum accuracy (%) Minimum accuracy (%)

6 104 95.36 95.36
7 103 96.71 93.73
8 102 97.50 92.42
9 101 97.56 92.15
10 100 97.49 92.13
11 99 97.70 91.90
12 98 97.64 91.92
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Figure 2: Sensor Placement Combination with the Best Performance for the Noise-Estimation Model.
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4.2 Noise Information Visualization Results

The noise information estimated based on the sensing data was mapped to the point cloud. The
proposed Unity-based visualizer updated the information by calculating each grid’s maximum,
minimum, and average noise levels every hour. The GPS and noise information of the grid can
be displayed by clicking the desired grid in the visualizer (Figure 3(a)). The GPS coordinates
were plotted as the center point of the grids. The user could use the Ctrl key to check the grids
generating more than 88dB noise, significantly affecting workers’ hearing loss (Figure 3(b)).
In addition, the Shift key functions to highlight the grids that generate noise of more than 65dB
to identify areas where noise regulations are violated (Figure 3(c)).

Using the research results, practitioners can easily identify areas that workers should not enter
for long periods for health reasons and check how the noise changes in real time depending on
the type of work. The authors plan to upgrade the Ul to access various field data stored in the
database so that such data can be displayed by selecting the target site, date, time, and type of
information to be mapped.
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Figure 3: Example of Noise Information Visualization: (a) grid information display, (b) highlighted
high-noise areas, (c) highlighted noise regulation violation areas
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5. Conclusion

This study proposed a system that can monitor real-time noise information based on a spatial
interpolation model. The authors experimented in a designed outdoor environment similar to
that of a construction site to evaluate the performance of the developed system and obtained
satisfactory performance. Since this study is the first study to estimate noise information based
on sensing data at a construction site, it was targeted to a road construction site that can have
simple acoustic behavior without being significantly disturbed. This study can facilitate noise
management in the construction stage by accurately estimating and showing real-time noise
information for every spot on the site. In addition, the in-depth on-site noise data derived from
the results of this study will be used as an input for noise simulation of construction activities,
providing an opportunity for future research to estimate the spread of noise to the outside of the
site in real time. The applicability of the model developed in this study will be evaluated in
practice through actual field demonstrations.
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Abstract. A Common Data Environment (CDE) is an agreed-upon source of information on
building-related projects to collect, manage, and exchange data between stakeholders. The approach
in the AEC domain is to use buildingSMART’s BIM Collaboration Format (BCF) as the digital
issue communication part of CDEs. Contrasting with the federated nature of the AEC industry,
CDEs are typically organised in a centralised fashion. This work proposes a potential transition of
BCF into a distributed environment that serves as an example for further developments in the
distribution of CDEs and CDE-independent data management. We show how a single source of truth
over the project data and the advantages of the central approach can be realised in a distributed setup
using a Solid architecture environment, enabling decentralised authentication and stakeholders’
ability to control their data.

1. Introduction

In recent years, multiple international standards and specifications have been agreed upon to
facilitate the information exchange in the Architecture, Engineering and Construction (AEC)
industry. According to ISO 19650, a Common Data Environment (CDE) is defined as an
agreed-upon source of information for a building-related project (ISO 19650-1, 2018). It should
serve as a single source of truth and is therefore helping to structure the information and data
exchange process in the course of a project between the different stakeholders.

BCF API

Figure 1: Abstraction of buildingSMART's OpenCDE APIs, originally presented by Yoram Kulbak
and Pasi Paasiala in October 2019'. The BCF API is part of buildingSMARTSs OpenCDE APIs.

The German standard DIN SPEC 91391-1 (2019) extends on the ideas of ISO 19650 and
emphasises that a CDE for a building can change during the different phases of its life. Hence,
there is a need for the different CDEs to communicate. The specification’s authors suggest that
standardised RESTful interfaces should be used to ensure the exchange of information
containers between different CDEs at the BIM maturity stage 2.

A standardised approach for digital issue communication in AEC projects is the BIM
Collaboration Format (BCF), which is commonly used in combination with CDEs (Preidel et
al., 2018). BCF exists in two flavours: a file-based version and a centrally organised, server-
based approach (van Berlo and Krijnen, 2014), allowing project managers and clients to study
the entire body of issue descriptions via APIs to infer insights into the design team’s work.

https://doi.org/10.7146/aul.455.c200 92


jyrki.oraskari@dc.rwth-aachen.de
schulz@dc.rwth-aachen.de
jeroen.werbrouck@ugent.be

29" International Workshop on Intelligent Computing in Engineering (EG-ICE)

BuildingSMART International regards this server-based approach as part of the OpenCDE
APIs! (Figure 1). Using BCF enables the user to communicate problems on a component-by-
component basis, making BCF an integral part of the planning process. It supplements
conventional e-mail communication about issues and can be seen as a central interface for
communicating changes in the model. Hence, we focus on this format for this work.

Even though the standards mentioned above describe the exchange of information in detail,
implementation remains scarce regarding container-based information exchange or the
interconnection of CDEs. While streamlining information exchange is beneficial to the industry
as a whole, it is not for commercial CDE providers. As in many sectors, the construction
industry has followed the general trend toward Big Data and built data-driven ecosystems that
centralise as much data as possible on their central servers. There are many challenges in this
model. Data access is regulated via vendor-specific APIs, which often limit query parameters.
Duplicated data in the silos can lead to a situation where the users do not have a single source
of truth, making it harder to get insights into the project’s status. Also, the legal aspects and the
responsibilities of the data content, like the General Data Protection Regulation (GDPR) in the
European Union, are harder to control if the data is not at the hands of their producers. The
Solid initiative (Mansour et al., 2016) aims to change the overall course into a model where
individual players control the data produced by them and about them. These players need a
decentralised authentication mechanism included in the Solid specification for this to work.

This work proposes a potential transition of BCF into a distributed environment that can serve
as an example for further developments in the distribution of CDEs and CDE-independent data
management. We show how a single source of truth over the project data and the advantages of
the central approach can be realised in a distributed environment, which enables decentralised
authentication, lower risk of system failure, and stakeholders’ ability to control their data.

The paper is structured as follows: the next section introduces the technologies and related
works regarded for this paper. Section 3 describes the proposed way to express the federated
structure of BCF data on the Solid platform. The paper concludes with a discussion on the
proposed framework, including prospects on this topic.

2. Background

This section describes the background technologies on which the proposed framework will be
based and related research projects. Although this paper bases heavily upon Semantic Web
technologies, an elaborate discussion on these topics is outside the scope of this work. For a
deeper understanding of technologies such as the Resource Description Framework (RDF) and
the SPARQL Protocol, and RDF Query Language (SPARQL), the reader is referred to (Hendler
et al., 2020).

2.1 BIM Collaboration Format and Common Data Environments

In the context of the ongoing establishment of open BIM processes, the need for a
communication interface arose in order to be able to transmit information and issues within the
models in a software-independent manner. Therefore, the BIM Collaboration Format (BCF) —
a buildingSMART standard - was developed to provide a software- and vendor-neutral

' OpenCDE-API Documentation: https://github.com/buildingSMART/OpenCDE-
API/tree/master/Documentation (Accessed 20.02.2022)
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exchange format for model-based issue communication®. Three main parts - Topics, Comments
and Viewpoints - together form the main structure behind BCF and are all connected to a Project
concept:

1) The Topic carries general information about an issue. It uses properties like a current
status, a definition of the type of Topic, the person who created it and who is responsible
for fixing it.

2) Viewpoints are used to connect the format to BIM by providing a virtual camera located
inside the model that looks at the scene that is part of a current discussion. They can
also provide links to specific building elements by stating their GUID in a list.

3) A Comment concept provides the textual information and an author in a discussion. It
is linked to the Topic and can reference a Viewpoint as well.

The BCF data can either be exchanged in a file-based format using BCF XML? or by using a
server (van Berlo and Krijnen, 2014) via a REST API (called BCF API*) that returns its
information in a JSON format. Even though the data can be serialised in two different ways,
the overall concept behind both formats is the same, and the structures of BCF API and BCF
XML differ only slightly. For example, BCF Servers - using the BCF API - often allow
archiving and downloading of the Project and its issues as a file in the BCF XML format.

Since the communication in an open BIM process is usually an integral part of many workflows,
it is often integrated directly into a Common Data Environment (CDE) (Preidel et al., 2018),
which serves as a single source of truth throughout the planning and construction phase.
Research regarding the decentralisation of these CDEs can also be observed. In Werbrouck et
al. (2019), the authors suggest a decentralised CDE based on Solid principles, whereas Tao et
al. (2021) describe a CDE distributed via a blockchain. The latter example also combines the
principles of a CDE with BCF by distributing them as BCF XML over the blockchain.

2.2 befOWL

Since the current BCF serialisations lack the general contextual information and shared
metamodels that RDF solutions have, the bctOWL ontology (Schulz et al., 2021) was created
to bring together the worlds of issue communication and Linked Data. In the proposed linked
data model, BCF issues are stored as RDF triples and can be queried using SPARQL.
Additionally, the different concepts for the Topics — defined in the BCF Extensions — can be
enriched with further semantics. Therefore, the Extensions in bcfOWL can be used as a gateway
to other ontologies in the context of Linked Building Data (LBD).

The ontology is not introducing new concepts to BCF and has semantic interoperability with
BCF XML and BCF API. A converter can be created to serialise bcfOWL data into the standard
BCF JSON and XML formats. Thus the ontology can serve as a shared foundation for both
formats. By using SPARQL to query the data stored as bcfOWL, it is also possible to overcome
the accessibility limitations of BCF caused by its hierarchical structure, as described in (Schulz
and Beetz, 2021).

2 BIM Collaboration Format (BCF) - An Introduction https://technical.buildingsmart.org/standards/bcf/ accessed
28.02.2022

3 BCF XML: https://github.com/BuildingSMART/BCF-XML accessed 24.01.2022

4 BCF API: https://github.com/buildingSMART/BCF-API accessed 24.01.2022
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2.3 Authenticated Data Federation on the Web

Using the Linked Data Platform (LDP) specification®, the Web of data can be accessed and
managed using the read-write operations of the Hypertext Transfer Protocol (HTTP) standard
version 1.1, the basis of data communication for the World Wide Web.

LDP incorporates the Linked Data principles (Bizer et al., 2009) of Tim Berners-Lee into a data
container architecture. LDP relies on containerisation, where an Idp:Container refers to a
specific, dereferenceable RDF graph listing its resources (Idp:contains). By dereferencing the
container URL, it is easy to discover and, in turn, dereference its content (RDF or non-RDF) in
a chain of HTTP requests. As container URIs are also RDF resources themselves, nesting
containers is possible, resulting in a data organisation system that resembles file storage on a
computer — yet now file paths are URLs.

While LDP on its own is well-suited for serving open data on the Web, it does not specify
access-control mechanisms for protected datasets. Where a centralised data store often relies
upon local storage of credentials, this is no viable option in a decentral environment. Since a
client may combine hundreds of web resources to find what it needs, it is not feasible to
maintain an account for these sources separately.

Established technologies like OpenID Connect (OIDC)? allow outsourcing this part of identity
management to specialised identity providers (IDPs) that act as a service in the middle, e.g.,
Facebook, Google, or GitHub. The Solid initiative (Mansour et al., 2016; Sambra et al., 2016)
eliminates the need for a third party: it provides the specifications to create an online identity
based on a personal URL (a “WebID”®) on a domain chosen by the user. An office can thus
become its own IDP and maintain its credentials for authenticating against decentralised
construction management services (Werbrouck et al., 2019). A WeblID is associated with a
Personal Online Data storage (“Pod” ): a data vault based on the LDP specification but now
enabling fine-grained access control to containers and resources defined using the Web Access
Control (WAC) 7 ontology. The resources that govern access control in Solid, ACL (Access
Control List) resources use the WAC ontology to link specific access rights to specific WebIDs,
agent groups (vcard:Group) or (un)authenticated agents (acl:Agent or acl:AuthenticatedAgent).
This way, it can be easily verified by a Solid Pod provider whether an actor can interact with a
resource in a specific way: read, append, write or control, i.e., modifying the ACL document
itself.

Apart from the ACL resources that govern access rights, the Solid specifications define ‘.meta’
resources: RDF resources that contain metadata statements related to an 1dp:Container instance.
A .meta resource is served upon dereferencing a container URL. The details of .meta resources
are yet to be agreed upon within the Solid community, but by default, they include the LDP
containment triples and modification dates. Attaching a custom, persistent .meta resource to a
Solid container with domain-specific metadata is possible.

2.4 LBDserver

A related initiative that uses Solid to store AEC data in a decentral way is the ongoing
LBDserver project (Werbrouck et al., 2021). This project proposes data structures to discover
project resources, metadata storage and cross-document linking of heterogeneous datasets using

5 Linked Data Platform: https://www.w3.org/TR/ldp/ accessed 28.01.2022
6 WebID 1.0: https://www.w3.0rg/2005/Incubator/webid/spec/identity/ accessed 31.01.2022
7 Web Access Control, https:/solid.github.io/web-access-control-spec/, accessed 31.01.2022
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the LBDserver vocabulary®. Throughout this paper, we will re-use certain patterns proposed in
the LBDserver ecosystem (Section 3). However, where the LBDserver proposes a very generic
way for data organisation, the BCF specification has a distinct way of structuring BCF-related
datasets. As this is standardised within the AEC industry, we will maintain this way of data
organisation in this work.

3. Federated BCF projects

In this section, we sketch the outline for the setup of federated BCF projects. Therefore, we
combine domain-agnostic Web specifications from the Solid ecosystem with domain-specific
concepts proposed in the bcfOWL and LBDserver initiatives. Section 3.1 describes an
organisational structure for discovering and managing federated BCF data. The project
becomes a federated graph in such a setup: the union of contributions stakeholders make on
their own “office server”, shared using WebIDs. Similarities with the existing BCF API and
BCF XML will be drawn where relevant. Based on Solid’s existing Web Access Control
specifications, an access-control layer is devised upon this organisational structure.

3.1 Project Discovery

To make federated BCF projects easily discoverable, we base upon the aggregation structures
proposed in the LBDserver. This means that an office can maintain its projects in a root
ldp:Container on its Pod, 1.e., the Project Repository. The URL of this registry is referenced in
the office’s WebID (/bds:hasProjectRegistry). A project registry has sub-containers for each

{arch}/profile/card#me

(((

Ibds:hasProjectRegistry

The project registry of a stakeholder is no more than
a specific “aggregator”; an LBD container which
—_——— groups projects this stakeholder participates in.

/lbd/(.meta)

Idp:contains

The project access point is an LDP container which

aggregates (Ibds:aggregates) relevant project data. It

~ = effectively contains (ldp:contains) the contributions
Ibds:aggregates - of the stakeholder (flocal/), and virtually contains
relevant contributions of other stakeholders in the

project.

/Ibd/{ID}/(.meta*)

I Ibds:aggregates
Idp:contains

/local/(.meta)

Figure 2: LBDserver patterns for project discovery. The project access point allows finding
contributions in the federated project network.

project the Pod owner participates in (‘project access points’). These sub-containers, in turn,
have pointers to the contributions (‘partial projects’) of each stakeholder, including the
contribution of the owner of the Pod, which we identify by a </local/> sub-container
(Werbrouck et al., 2022). The first type is “virtually contained”, and the second type is
effectively hosted by this container on the Solid Pod. Thus, by dereferencing the project access
point, a client discovers a list of federated partial projects.

8 The LBDserver vocabulary, https://w3id.org/Ibdserver#, accessed 08/02/2022
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This paper focuses on arranging the BCF data (i.e. Projects, Topics, Viewpoints and Comments)
inside a Pod, leaving the storage of auxiliary resources (e.g. PDF documents, IFC models) out
of scope. In this regard, we suggest a tree-like structure that mimics the routes in the BCF API

Client

BCF Solid/LDP (RDF/JSON-LD
requests olid/LDP (RDF/. ) BCF API (JSON)

Get Project J{Project_ID}/
Idp:Contains
./bcff{version}/Projects/{Project_ID}
./local/ ./local i

bcfOWL:hasTopicsContainer

v
Get Topics ./Topics

l s,
Get Topic ./{Topic_ID}/ ./{Topic_ID}
bcfOWL:hasViewpointsContainer bcfOWL:hasCommentsContainer 5
Get v )
Viewpoints / ./Viewpoints/ ./Viewpoints ./Comments

Comments i :
Idp:Contains ldp:Contains v V
Get Viewpoint " . 5 5
./{Viewpoint_ID}/ -{Viewpoint_ID} ./{Comment_ID}

/ Comment
bcfowL:hasSnapshot &
Get Snapshot ./Snapshot

External Pod ( BCF API Endpoints Links to Implies
—_—

Figure 3: Comparison between the structure of the container-based BCF Solid approach and the BCF
API (buildingSMART). The structure of the BCF API is not discoverable by the client without
previous knowledge of the standard (it is implied). The BCF Solid approach implements a machine-
readable discovery pattern (RDF graph) by linking to its sub-containers.

and the folder structure in BCF XML (Figure 3), in contrast to the flattened approach in the
LBDServer.

The metadata resource corresponding with the </local/> folder (i.e. at the top level) contains
general information about the Project, such as its name, what BCF Extensions it contains and
how they are defined. Furthermore, it links to one or many sub-containers that contain
information about the Topics belonging to the Project, using dedicated sub-properties of
“ldp:contains”. These properties are described in detail in the following section.

3.2 Project organisation

Sub-containers containing BCF Topics are identified with the RDF predicate
"befOWL:hasTopicsContainer". Each Topic is itself located in a sub-container in this container,
described with a metafile that contains the 7opics information in bcfOWL and links to its
Viewpoints and Comments by using the predicates “bcfOWL.hasViewpointsContainer” and
“bcfOWL:hasCommentsContainer”. These sub-containers correspond in their structure to the
Topics route defined in the BCF API by including Viewpoints and Comments. Each Viewpoint
is a container in itself. The Comment is represented as a resource (Figure 3). The Viewpoint, in
turn, contains more concepts, such as a Snapshot (e.g. .png or .jpeg) or a Perspective Camera.

If we take a closer look at this hierarchy (Figure 3), we can see that there are many similarities
to the server routes of the BCF API. Whereas in BCF XML, each issue is located in its folder
(identified by the GUID of the Topic). The Topic is summarised together with the Comments
in a Markup file. The BCF API provides all this information as hierarchically organised REST
API URI patterns that are accessed sequentially. The BCI APIs sequence is mainly preserved
in our proposed structure and allows finding data using standardised endpoints. Apart from the
fact that every partial project acts as a “partial BCF server” on its own, which means they need
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to be queried using multiple HTTP requests, a client will not experience a difference between
a Solid-based Topics container and a centralised one. A single Pod can be used as a complete
BCEF server without referencing external partial projects. However, the same infrastructure can
be used to federate the project’s information.

However, some benefits arise with the RDF-based organisational approach compared with the
mere implementation of standardised API routes. Although in an LDP (Solid) environment,
similar endpoint patterns to the BCF API are used, these endpoints are also semantically
described using the metadata files. Instead of just receiving BCF JSON responses from the
server, the server describes what each container entails and what its metafiles depict. The
information is easily discoverable in these containers on the Pod. Because resources are stored
as files but served in a REST API, it combines the file-based BCF XML and the service-oriented
BCF API approaches.

Furthermore, the links to the sub-containers do not have to be restricted to local resources and
can point to any number of other Pods from other stakeholders. Thus, a distributed
communication of issues is achieved, in which each participant can store remarks and additions
in their Pod.

Lastly, this approach allows the dynamic discovery of data. Although the proposed tree
structure mimics the BCF API and the BCF XML structure, it is not the only possible
configuration. The property-based discovery of containers and sub-containers allows a client to
discover how a project is organised. However, this resource could have been stored in a
completely different location. An external service may then present this data “as if” it is
compliant with a specific standard such as BCF.

3.3 Access Control and Groups

In a decentral project, each office may maintain access control to the resources they contribute.
The WAC ontology supports acl:AgentGroup-s, which point to a vcard:Group instance,
referencing its members (vcard:hasMember) via their WebID. For each project, an office can
publish one or more groups containing the employees’ WebIDs (e.g., ‘localEmployees.ttl’).
The ACL that governs the resources in the local project folder can then grant these groups
specific access rights. For instance, the responsible project manager in the office gets
acl:Control rights and the acl:Read and acl: Write rights of the other employees working on this
project. Agent groups defined by other project stakeholders (i.e., hosted in their project
container) are granted only acl:Read permissions. Although the above describes a project-
specific approach, this works similarly for resource-specific access rights.

3.4 Project interaction

This paper does not yet tackle the challenges of a complete workflow, where people create,
comment, and update new and existing Issues. When we take the update of an issue as an
example, the question must be asked, where this update will be stored in the distributed system.
A possible option is that the person who creates the update is storing the new issue - or just the
updated content — on their Pod and notifies the original Pod of the issue of its existence.
Thereby, when the issue gets queried, it returns a reference to its new version. This option
allows tracing the complete history of the Topic without ever really deleting or changing
existing data. However, it also creates much redundancy that could, in the long run, influence
the performance of the queries. Another option that is more in line with the current
implementation of the BCF API is to implement a logging system that keeps track of the
changes by the users. This topic is further discussed in Oraskari et al. (2022).
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4. Proof of Concept

A proof of concept was created to demonstrate the feasibility of the proposed framework for
federated management of BCF data. This includes using the Solid Community Server’, an open-
source implementation of the Solid specifications. The data used in this demonstration is based
on the BIM models of the DC chair at RWTH Aachen University'’.

To emulate the federated environment, three Pods were set up, containing a total of six issues:
- The Pod owned by the project architect office contains four topics
- The Pod owned by the HVAC engineer contains one topic
- The Pod owned by the structural engineer contains one topic

In this demonstrative scenario, Oliver, working at the engineering office, wants an overview of
the current issues registered for the DC chair project. He is registered at the Architect Office’s
Pod in the list of employees assigned to this project (Listing 1).

Listing 1: the employee group (http://pod.myoffice.org/Projects/8b71315b-7db2-4b35-ale9-
fcddaf855615/groups#committed)

<#committed> a vcard:Group ;
dc:created "2022-02-22T22:22:2272"""xsd:dateTime ;
dc:modified "2022-02-22T22:22:2272"""xsd:dateTime ;
vcard:hasMember <http://localhost:3000/oliver/profile/cardf#me> ,
<https://localhost:3000/jeroen/profile/card#me> .

Every stakeholder’s </local/> partial projects contain an .acl file that references this group and
assigns to acl:Read rights to its members (Listing 2). Of course, editing rights (acl:Write,
acl:Append) can be granted in the partial project provided by the architect’s office itself.

Listing 2: access rights for employee group in Listing 1

<#us>

a acl:Authorization;

acl:agentGroup <http://localhost:3000/office/Projects/8b71315b-7db2-4b35-ale9-

fcddaf8556f5/groups#commited> ;

acl:accessTo <./>;

acl:default <./>;

acl:mode acl:Read, acl:Write, acl:Append .

First, the available partial projects need to be discovered. The SPARQL query covers this:

SELECT ?partial WHERE {<> lbds:aggregates ?partial}

As indicated in Figure 3, the organisation of partial projects corresponds with the BCF API
specification data patterns. Because these are standardised routes, further discovery is not
necessary, and the Web client can send the following (authenticated) requests to each of the
partial projects:

GET {partial project}/topics

This will yield an LDP container with pointers to the contained Topics, which can now be easily
retrieved and presented in a GUI. This series of HTTP requests is not identical to those required
to access the BCF API. However, they can be easily implemented under the hood by a BCF
server to expose federated information to conform to the standard. In that case, the server acts
as a middleware to regulate access to information on the stakeholder Pods.

% Solid Community Server, https:/github.com/solid/community-server, accessed 28.01.2022
19 Demo dataset: https://github.com/Design-Computation-RWTH/EG-ICE 2022 BCFdemo accessed 28.02.2022

99


https://github.com/solid/community-server
https://github.com/Design-Computation-RWTH/EG-ICE_2022_BCFdemo

29" International Workshop on Intelligent Computing in Engineering (EG-ICE)

5. Discussion and Conclusion

The translation of BCF into a Solid environment introduces its main concepts in a federated
setup, using the Solid specifications and the Linked Data Platform. This way, issue
communication can be spread over multiple Pods that belong to different stakeholders. Project
stakeholders are no longer solely identified by their e-mail addresses, as implied by the BCF
user concept. Instead, the use of semantically rich WebIDs for offices and employees allows
the dynamic creation of user groups (e.g. defined by role or participation) and the re-use of
credentials in multiple federated Projects. A project team from an architectural stakeholder can
define its members in their Pod and manage who has access to the Project data and who does
not. The resulting group (vcard:Group) is then linked to BCF Project data to control access.
Hence, it becomes possible to define more granular access rights for the different roles on the
Project pod. This corresponds to the structures in the federated construction industry.

The decentral authentication mechanism, as defined in the Solid specifications, does not require
the server to store the login credentials for every user. The service is just responsible for
verifying if the access rights associated with a given WebID allow a user to interact with a
specific resource in a specific way. The need for the user to create an account for every service
is thereby removed by using WebIDs.

Future developments in this area include investigating the guaranteed availability of the
federated data to prevent the loss of project information (either accidentally or intentionally).
Furthermore, a notification system between Pods in the network will enable automated
synchronisation (e.g. when someone updates a Topic or creates a new Comment). In this paper,
we proposed a tree-like structure that combines the traits of BCF XML and the BCF API. The
URL routes of the BCF API thereby serve as a means to access the individual containers.
Information in these containers is stored in a .meta file, and the different containers holding the
BCF data are linked via bcfOWLs properties. We have shown that BCF projects information
can be queried using a one-stop access point implemented using distributed Solid architecture
and offered as a single source of truth. In the platform, authentication can be self-hosted, and
the stakeholders can manage their data using a tree-like structure that mimics the hierarchical
pattern of the BCF API endpoints. It was also shown that the data authorisation enforcement
can be set using the container architecture of the Solid specification.

Since BCF is a member of the OpenCDE API family, we hope this research can serve as a
template for further research on aligning AEC standards with future-proof concepts for
federation on the Web.
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Abstract. Imbalance between consumption and supply in grids causes a challenge to electricity
utilities, leads to grid instability and results in failures of the grid. Traditionally, the demand for
power is satisfied by increasing supply which is costly and against environmental regulations.
Instead, demand response strategy harmonises the demand at the customer side e.g the utilities
offer rates to customers to reduce their consumption at specific times of the day. While most
research focuses on finding a strategy on just one side in this work, we approach it with an
end-to-end reinforcement learning based methodology such that optimal strategies for parties are
achieved with training on historical records. Agents are trained for individual customers and the
electricity utilities for finding the optimal policies for the consumption, hence manifesting a
multi-agents and multi-tiers approach. The new method achieves the full potential of a proactive
framework for implementing the demand response strategy.

1. Introduction

Residential districts in 2019 represented 26% of final energy consumption in the EU' and
compensating on the electrical grid seems to be possible by new innovations in renewable
energy. As well, energy storages can help align peaks of renewable energy generation with
peaks of consumption. However, their integration and adoption into the grid infrastructure
takes time and requires extensive investigations regarding the reliability and usability.
Demand response (DR) strategy aims to create stability by making the demand side flexible
and shifts peak demand by providing customers with economical offers. But forcing
customers to delay the usage of home appliances, undesired temperature set-points and the
effort needed for acquiring information about prices and the consumption patterns create
discomfort and dissatisfaction. Reinforcement learning (RL) has been successfully adopted in
energy resource management such as electric vehicles, heating ventilation and air
conditioning (HVAC) systems and storage management. The challenge in front of DR strategy
is about its ability to minimise customer discomfort and integrate their feedback. Model-free
RL seems to be the potential methodology very adaptable to its environment and can directly
integrate human feedback into the decision making with least user intervention. Most of the
research studies that considered human comfort focus on single-agent systems with
demand-independent prices Vazquez and Nagy (2019). Moreover, modelling the electricity
prices as demand-dependent variables might lead to the risk of shifting the consumption peak
instead of shaving it.

We propose IM2DR, a system based on RL to coordinate multi-agent systems participating in
the DR program with demand-dependent prices. As discussion concerning implementing a
DR program in the EU begins, data shows that the peak reduction from DR programs in the
US was only 6.6% of the peak demand in 2015. Vazquez and Nagy (2019) argued that the
reason is that electricity is a commodity whose value is way higher than its price for the
customers. Electricity customers generally will not give up their comfort for a lower bill.

! eurostat: Statistics Explained
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Therefore, the implementation of DR strategy depends on offering more convenient
economical savings than discomfort of customers. Moreover, the framework is required to be
both automated and able to minimise user discomfort as much as possible. As Vazquez and
Nagy (2019) also provided an overview of different scenarios for implementing the DR
strategy with RL, districts connected to a grid require some sort of dynamic coordination.
IM2DR introduces an end-to-end solution, where the regulatory-tier (Service Providers agent)
coordinates the automation-tier (CUstomer multi-agents). Assuming that the market is elastic,
customers receive their hourly rate from the regulatory-tier and the automation-tier schedule
the appliances. As a consequence, the demand curves are flattened and the consumption peaks
are shaped during high demand time of the day. The CityLearn simulation environment,
empowered by EnergyPlus, provided a framework to implement the method and train the
agents on historical records. We achieved the optimal policies for the individual agents by
decoupling the training procedure and using the Soft Actor Critic algorithm Haarnoja (2018).
To our knowledge this is the first study that models the supply and demand together.

2. Literature Review

Vazquez and Nagy (2019) discussed that a group of districts where the consumption
independently is controlled under demand-independent prices is not a multi-agent approach.
Moreover, they explained that if considering demand-dependent prices, the actions of any
district has impacts on the price of electricity, and as the decisions taken by others. Vazquez
and Detjeen (2019) demonstrated a multi-agent RL schema for load shaping in a model-free
and decentralised manner where the price of electricity increases linearly with the total
electricity demand of all the districts. The multi-agent framework was improved by
introducing MARLISA that uses a reward with individual and collective goals, and the agents
predict their own future consumption and share this with each other following a
leader-follower framework Vazquez and Henze (2020). It is also unclear how RL can control
a multitude of energy systems in a scalable coordinated way. Hence, Park (2019) presented
LightLearn, an automating system for district lighting and HVACLearn for HVAC system
Park (2020). GridLearn considers grid into the account Pigott (2021).

Lu (2019) proposes a novel incentive based demand response algorithm for smart grid
systems with RL, aiming to help the electricity utilities to purchase energy resources from its
customers to balance energy fluctuations. Game theoretic methods and simulations based on
RL are used to analyse electricity market equilibrium as well. Liang (2020) adopts a deep
deterministic policy gradient algorithm to model the bidding strategies of utilities companies.
However all of these studies just modelled the electricity market and none of them took
optimization over demand (finding an optimal strategy for scheduling the appliances) into
consideration.

CityLearn is an open source OpenAl Gym environment for testing RL for energy optimization
Vazquez and Dey (2020). Its objective is to standardise the evaluation of RL agents such that
algorithms can be easily compared. CityLearn allows the easy implementation of agents to
change their demand aggregation by controlling storages of energy. Currently, CityLearn
allows controlling the storage of domestic hot water, and chilled water, for sensible cooling
and dehumidification. CityLearn also has models of air-to-water heat pumps, electric heaters,
solar photovoltaic arrays, and the pre-computed energy loads of the districts from EnergyPlus
simulations Crawley (2000) which include space cooling, dehumidification, appliances,
domestic hot water, and solar generation. Refer to the CityLearn challenge Nagy (2021) for
further information.
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3. Problem Formulation

Modelling of the DR strategy and automating the customers electricity consumption requires
understanding how different players interact in the market. Figure 1 shows an overview of the
electricity market. Such, the service provider works as a middleman in the wholesale market
with grid operators and in the retail market with customers. Therefore, the role of service
provider can be represented as an agent, namely the SP agent which regulates the
consumption of automation-tier, where CU multi-agents operate. CU multi-agents automate
the energy consumption of individual districts by scheduling the appliances and storages.

Consumptions Consumptions

Grid
Operators

CityLearn CityLearn

Service

Regulatory-tier Providers SP Agent Schedules Schedules

Consumptions
Consumptions

CU Agent CU Agent
. CU Agents

ol »
Incentive

Rates

Automation-tier

SP Agent

Figure 1: Left, the schematic of the electricity market. Right, demonstration of the system
methodology.

DR strategy is an optimal policy in which the SP agent proactively coordinates the
consumption of districts by offering some type of discounts in the form of incentive rates for
convincing them to reduce the consumption and CU multi-agents schedule the entire
appliances in order to satisfy the residents comfort and assuring the overall consumption is
optimised using storages and domestic power generation. Lu (2019) introduced an RL based
method for modelling the retail market and we will follow a similar approach in this paper.
The parameters for modelling the retail market and implementing the incentive-based DR
strategy is listed in Table 1. CU multi-agents are modelled in CityLearn as it is described in
Vazquez and Dey (2020). The parameters for the simulation have been chosen in such a way
that each district has a different attitude in the DR program.

3.1 Service Provider Model
The SP agent offer Anh such that the costumer n at time h needs to drop the curtailable

consumption by AEn hcurt therefore the goal of the SP agent is to maximise its gain by:

N H
curt curt.

max y Y (ph. AEn,h — An,h' AEn,h ) s.t. }\min < An,h < 7\ma

n=1h=1 x

3.2 Customer’s Regulatory-tier Model

The customers aim to maximise their outcome from the trade with the SP agent by finding a
good balance between the gain from the incentive package and discomfort ¢ hby:
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H
curt curt
maxh:1(p.7\n’h. AEn,h - (1 - p).cpn,h(AEn,h )

curt curt 2 curt

where cpn,h(AEn‘h ) = un/Z(AEn’h ) +wnAEn‘h .

The consumption drops are calculated as follows defined with a set of parameters
characterising the customers and the market.

t t }\n _}\min t
AE T =fF Mg gt g < AE <K
h A mi

nh nh : n nh max
mn

3.3 Objective Function for Regulatory-tier

The SP agent needs to find an optimal policy such that it maximises the gains of both sides of
the trade by:

N H
curt curt curt curt.

maxnglhgl(ph. AEn,h — )\n‘h. AEn’h + p. An'h. AEn'h -1 - p).(pnlh(AEnlh )

3.4 Objective Function for Multi-agents Automation-tier

CU multi-agents minimise the consumption but this time integrating the SP agent
curt

contributions by introducing AEnh and CD(An W AEn hcurt) that may reflect, e.g., the

customer’s discomfort in the objective:

o
. curt curt.
min }El(ph. (En,h - AEn,h ) + (D(An,h, En,h )

While CU single-agents schedule the home appliances by minimising the very first term. The
action and state space are defined in CityLearn with the simulation episode of a year.

4. Reinforcement Learning for Achieving the Optimal Policy

Showing that each tier’s contribution in the electricity market is a Markov Decision Process
(MDP) and therefore can be modelled by RL methodology has been discussed by Lu (2019)
and Vazquez and Dey (2020) in detail. Therefore, the optimal policy for the market consists of
a policy for the regulatory-tier (SP agent) which implements the DR strategy as well as
individual optimal policies of the CU agents that minimise the consumption and are trained
against the SP agent’s policy. Because of the decoupled nature of the problem, we can obtain
the policies for the SP agent and the CU agents independently by training on the historical
records using an off-policy algorithm like Soft Actor Critic (SAC). SAC optimises a
stochastic policy to maximise a trade-off between expected return and entropy, a measure of
randomness in the policy Haarnoja (2018).
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4.1 Multi-tier Training Procedure

In order to train the agents from different tiers, we take advantage of the decoupled nature of
the problem such that the SP agent is trained with an episode of a month (the SP agent is
aware of which month it is) on the historical consumption records from the districts in which
CU single-agents schedule the consumption. Training single-agents is carried out in the
CityLearn environment as well. CU multi-agents are later trained by integrating
already-trained SP agent in the training loop such that any district participating in the DR
program needs to be aligned with the policy of the SP agent as depicted in Figure 1. We
remark that the entire training and integration of the SP agent is carried on curtailable
consumption.

Table 1: List of parameters for modelling the SP agent.

Parameters Definition

p,A ,A andA Electricity price, incentive rate for customer
h’ nh’ min max . .
n at time h and its bounds

E E “"AF “"'Kk  andK (curtailable) Consumption for customer n at
mh' - mh wh n max time h, its drop and bounds

N, H, p and Eh Number of districts, simulation length,
trade-off and elasticity at time h

¢ . unand W Discomfort of customer n at time h with the
' flexibility and the attitude parameters

Maximum net and cooling consumptions over a year
le5

mmmm Net demand
2.0 | mmmmm Cooling demand k
Net and cooling consumptions of nine districts in August
1.8 le4 4 -
= Net demand
a = Cooling demand \
16 T — FER
< 3 k¥
= z
=14 H
=2
1.2 L
e 0
10 district] -
S —
Y .
rua cpruayrare? - pot wey o yne WY gt remeh erobel | ormbe o cormbef

[month]

Figure 2: Consumption of all districts over a year. Bar chart shows consumption ranges over
samples in August.

5. Simulation and Result

The SP agent is modelled in OpenAl Gym and later integrated in the CityLearn environment
for training CU multi-agents. The CityLearn environment provides nine different districts
with different architecture, thermal behaviour and occupancies. Several climate zones exist as
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well. The thermal behaviour is modelled in EnergyPlus and is given as input to CityLearn. We
run the algorithm of each stage five times to evaluate the statistical properties of the agents. In
the following sections, we provided plots of medians, minimums or maximums of the
generated samples at time h to explain the different expected outcomes of the DR program
compared with single-agents performance.

5.1 Configuration and Scenarios

Figure 2 shows the maximum net consumption of nine districts over a year. To evaluate the
DR program, we want to see if we can flatten the consumption peak in August. Moreover, for
the purpose, we choose climate zone five where the curtailable consumption is the cooling
demand such that the DR program requests participants drop the cooling consumption.
Imitating the customers dropping their cooling consumption is implemented by subtracting
the amount from the cooling demands calculated by EnergyPlus. As Figure 2 depicts the
consumption range in August, we choose district one, six and seven with high consumption
participating in the DR program in July, August and September. The rest will join the first and
second half of the year according to Table 2 to evaluate the RL inherent bias towards
maximising short term rewards Vazquez and Henze (2020).

Table 2: Participation in the DR program for simulations.

Districts Participation program
One, six and seven July, August and September
Two, three and four The first half of the year
Five, eight and nine The second half of the year

Median net daily drops in August Median net daily incentives in August
le2 le2

mmm District one mmm District one
W District six W District six
District seven District seven

©

0o
0 3 ah shoeh Th gh 1O 40N 110 120 130 14N 150 160 170 180 19N 200 210 920 93N oan A0 20 30 ah shoeh T gh 1® 40N 110 120 130 14N 450 160 170 180 190 200 240 2N 930 980
[hour] [hour]

Figure 3: Daily drops and incentives statistics over several free rollouts of the SP agent.

5.2 Training and Evaluating of the SP Agent

In order to show the statistics of the optimal policy of the SP agent, we plotted the hourly net
incentives and drops over several rollouts from the SP agent in Figure 3. Plots show the
nontrivial statistics of the policy which has different behaviors for districts reflecting the
impact of parameters characterise districts in DR programs e.g. district one has tendency to
drop more for receiving less rates.
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5.3 Integration of the SP Agent and Performance of CU Multi-gents

The SP agent impacts the multi-agents environment by introducing consumption drop
curt curt

AEn’h and dD()\n,h, AEn,h ) which is assumed to zero for simplicity. The SP agent takes
action at time n as a form of offering incentives and will be informed about the realised drops
at time n which are the state of the environment under the corresponding action. The realised
drops are calculated based on the difference between the actual and expected curtailable
consumption. The expected curtailable consumption needs to be predicted in the best scenario
but here for simplicity, we calculated it by creating a template by taking maximum over
generated samples obtained from repeating single-agents training. Figure 4 gives a good
comparison of the consumption of nine districts in August and the metrics introduced in
CityLearn e.g. see the arrows for changes of the range over samples. Moreover, the daily and
monthly drops for district one, six and seven over a year and in August. The plots illustrate
the maximums over the samples interpreted as the worst outcome.

Net consumptions of nine districts in August Scores for different scenarios
lea
=== No DR 2.5{ mmm No DR

o == DR == DR
20!
®
a 1.5/
»
Lo
. . . I . . |
o - . I oo
1 2 3 4 5 6 7 s ] o

o I ore o™ and i
[district] 10281 . aaty ¥’ oon 2 "anom“re‘ o™y ger Rr?
aver29®- < cof 5

w

[kwh]

N

-

Maximum net daily consumptions over a year Maximum net consumptions over a year
3oted led

e District one
w— District six

= District one

— District six
4.0 District seven
—— Dropped consumption

District seven
—— Dropped consumption

\\\\\\
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o PO oD o0 bl et

[month]

Figure 4: CU multi-agents performance compared to single-agents. Top, depicts some
indicator’s ranges. Bottom, presenting the consumption in different time frames.

5.4 Statistics and Insights

To have more insights about the SP agent, we calculated the histogram of free rollouts drawn
from the SP agent. We also calculated the same free rollouts statistic when the states for all
districts are forced to zero except district one (shown by arrow in Figure 5). Comparing them
shows that the policy for each district proactively changes based on the contributions of the
others. Figure 5 also shows those statistics when the SP agent is integrated with CU
multi-agents. The statistics completely changed and the minimums over the samples tended to
cover the whole range meaning the SP agent adapted to the task. We evaluate CU
multi-agents by comparing the unrealised and realised daily drops presented in Figure 5. The
unrealised drops are obtained by the free rollout of the SP agent and the consumption
scheduled by CU single-agents. We can interpret it as such that CU multi-agents’ policies
seem to integrate well with the SP agent’s policy after going through a round of training.
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Figure 6 shows that the districts in the second half of the year program are able to maintain
the consumption reduction despite pressures from previous months therefore, IM2DR seems
not to be inherently biased towards consuming less energy now at the expense of consuming
more later. For those in the first half of the year program, the reduction propagates to the
entire year supporting the same claim as well. Even though the consumption are characterised
to be less elastic in the middle of the day the net daily consumption over the year show a
significant reduction during this time across all participants showing that the IM2DR tends to
flatten the high peak hours, daily plots in Figure 4 and 6.

Unrealized drops histogram for district one in August Unrealized incentives histogram for district one in August

. - Al 100] :“mmms . Al
10°| mmm Minimums s Minimums

10!
&
102
0 14 16 18 20 22 24
[kWh]
[euro]
Drops histogram for district one in August Incentives histogram for district one in August
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Median net daily consumptions in August Median net daily consumptions in August
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District seven
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Figure 5: Top, histograms of drops and incentives for the SP agent in different scenarios.
Bottom, consumption with CU single and multi-agents.

6. Guideline for Real Life System Implementation

We proceed now to the real life implementation of IM2DR. As depicted in Figure 7, the
service provider collects the consumption records of all districts over time and (re)trains the
SP agent. At the beginning of the year, each customer receives a deal concerning the offers
via the system as a message shown in the Ul Individuals can see the possible options of the
consumption reductions in the UI e.g. shifting the cooling setpoints with two degrees can
fulfil the deal. After agreeing partially on the offer, the service provider receives them. Then
CU multi-agents will go through (re)training with considering the agreement, and schedule
the appliances for the year.
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Figure 6: Consumption comparison of districts participating in the half of the year DR
program.
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Figure 7: Real life implementation of the system.

Meanwhile the service provider needs to do some maths over the deals for estimating the
expectations. It becomes challenging when dealing with agents with stochastic policies. If you
collect a good amount of run sessions, by looking at consumption range over all samples at a
specific time, following the procedure in Figure 8, one gets a rough estimate of the
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consumption expectation bounds e.g. see the arrows for August. In this way, a baseline can be
estimated for the DR program.
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Figure 8: Calculating DR program expectation’s outcomes for the service provider.

7. Conclusion and Future Work

We have introduced an end-to-end system for implementing DR strategy that lets the
customer's automation agents schedule the appliances while the service provider agent
harmonises the market by creating balance between demand and response. On the other hand
we obtained a set of optimal policies with which the service provider proactively coordinates
the consumption and customers in the program schedule their appliances. The customers are
modelled by a set of parameters in the DR program therefore, for future work, it is the very
first step to investigate the external realisation of those parameters related to the comfort of
the residents in terms of heating, cooling and air conditioning. Overall such an automated
decision making is more sensible if customers also receive the offers during the year in form
of monthly, weekly or daily offers. This leads to retraining CU multi-agents for the rest of the
year achieving a policy that is suboptimal for the entire year but is an optimal policy for the
rest of the year. And integrating different SP agents optimised with different time scales e.g.
one for daily and one for weekly offers. Moreover, looking into alternative rewards can show
more insights since the incentive and reductions contain the MDP states of the other agents so
it helps the agents to reach a better policy during training.
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Abstract. The building design process requires architects to consider interdisciplinary knowledge
and data support based on the vision of sustainable development. In this context, we develop a
process-integrated, dynamic machine assistance to support the decision-making process for building
designers in the early design phases. In this paper, we present 1. a framework for integrating data-
driven models with knowledge-based methods that provide multi-objective assistance considering
energy performance and embodied environmental impact; 2. the alignment of the methods in the
design process and respective decision situations to disclose the potential situated design space
including its uncertainty ranges as well as detailed strategy suggestions. A case of real-world
building data serves to illustrate and validate the approach. The research presented in this paper is
part of research aiming at assistance by augmented intelligence for sustainable building design
decision support.

1. Introduction

The vision of sustainable development already demands consideration in the early building
design phases. To address this challenge, various design support tools have been developed to
provide information in different aspects: building performance simulation (BPS) tools such as
EnergyPlus, Sefaira (Jsterg&d, Jensen & Maagaard, 2016), and data-driven machine learning
methods (Seyedzadeh, Rahimian, Glesk & Roper, 2018) for energy performance evaluation,
etc. Embodied emissions are accounted for by BIM-based life cycle assessment (LCA) tools,
such as (CAALA, 2019) and (One Click LCA® software, 2022). While in fact, these tools are
implemented based on different principles, requiring building designers to access
interdisciplinary knowledge and data to estimate building performance. This creates the design
space in the early design phases (@stergad, Jensen & Maagaard, 2017) and involves
intertangled interdependencies and complexity, which surpasses the capacity of conventional
design methods. Although the digitalization trend supports the integration of different
methodologies, both data-driven and domain knowledge-based, up to now, the synergy of both
methodologies is not integrated into design processes at different development levels.

For building energy performance, energy consumption information is relatively easily
accessible via smart meter measurements with a particular set of building characteristics
representation, such as building geometric features, activity behavior, material properties, etc.
(Hensen & Lamberts, 2019). A diverse dataset is available via large-scale records in the real
world from existing buildings or generated by validated simulation under first-principles
methods. Such a dataset is suitable for data-driven approaches, or more specifically, machine
learning approaches for supervised learning to capture the implicit relationship between inputs
and outputs. The trained model (after learning from the dataset) is fit for a certain range of
interpolation or extrapolation for new cases, which brings the model the advantage of
flexibility. The effectiveness and accuracy are well-proved in many domains (Bédisle, Huang,
Le Digabel & Aimen E. Gheribi, 2015; Thessen, 2016; Jia & Ma, 2017). Comprehensive
reviews report the wide acceptance of data-driven approaches in our domain in the aspect of

https://doi.org/10.7146/aul.455.¢c202 113



29™ International Workshop on Intelligent Computing in Engineering (EG-ICE)

energy performance (heating, cooling, lighting, etc.) and consumption prediction (Westermann
& Evins, 2019; Amasyali & EI-Gohary, 2018).

Knowledge-based methods required in this study for LCA, are involved in the sustainable
building design process (Schneider-Marin & Lang, 2020; Hollberg, Tschetwertak, Schneider &
Habert, 2018). They widely exist in the general engineering process for solving specific
problems. Related first-principles tools require detailed information input that is typically not
accessible at early design phases or suggests a level of precision that might obscure the potential
outcomes of various construction types. The shared characteristics of these problems are: The
data acquisition is relatively implicit; The calculation or assessment process requires induction,
reasoning, and referring to other background knowledge with limited information. In this
context, knowledge representations from experts are inevitably more effective and
interpretable, which conducts the gap between knowledge-based and data-driven approaches in
the general engineering domain and raises the research need for method integration. In most
current design processes embodied emissions are evaluated at a later phase when most
construction and material decisions have already been made. The prediction of embodied
emissions in early design phases is subject to significant uncertainties due to a lack of detailed
information (Schneider-Marin, Harter, Tkachuk & Lang, 2020; Harter, Singh, Schneider-
Marin, Lang & Geyer, 2020). Bridging the gap between the lack of information in early design
phases and the LCA methodology to predict embodied emissions has been identified as a
significant research gap (Theif&n, Hdper, Wimmer, Zibell, Meins-Becker, R&ssig, Goitowski
& Lambertz, 2020).

In this study, we propose a general framework to integrate both data-driven and knowledge-
based approaches. We intend to investigate the path of integration toward multi-objective
support applied to the sustainable building design domain. In this case, both energy
performance and embodied environmental impact are selected as objectives. The novelty of this
framework is as follows:

e We propose an integrative modelling approach: By introducing decomposition
knowledge from design, LCA and BPS simultaneously into the data generation process
for data-driven model training, while both approaches share the same representation of
building modelling.

e The approach combines the advantages of the flexibility and interpretability from both
approaches with the shared information for supporting well-informed decision-making.

e The combined information of building environmental impact and energy performance
evaluation makes trade-off analysis in the design space as an assistance for the early
design phase accessible.

The remaining sections of the paper are organized as follows: Section 2 introduces example
methodologies implemented in the framework in this study; Section 3 sets up a real-world case
study in the early design phase scenario; Section 4 discusses the results, and Section 5 concludes
the paper.

2. Methodologies for LCA and energy performance evaluation integration

The general illustration of the integrative evaluation process is presented schematically in
Figure 1. In this process, buildings are represented by a digital model exhibiting parametric
features based on indicators. We exclusively focus on two indicators: energy performance
(heating load / total energy consumption) and embodied environmental impact (global warming
potentials, GWP). By integrating approaches including data-driven (Chen & Geyer, 2022) and
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knowledge-based methods (Schneider-Marin, Tanja Stocker, Oliver Abele, Johannes Staudt,
Manuel Margesin & Werner Lang) for prediction, uncertainty evaluation, and model
interpretation, we create a shared feature list for implementing both approaches simultaneously
to align with the design scenario. Eventually, indicators, uncertainties information, and model
explanations are integrated to provide valuable insights for designers to conduct answers for
“what-if” questions. This process of providing users with possible “assumptions” with regard
to defined features as a potential design space with intervention consequences is called machine
assistance (Chen & Geyer, 2022).

Information extraction & integration Methodologies Results
\/ . Data-driven representation by simulations iy peaniommes Heating/ Cooling load
N | | Geometry parameters: component (data-driven E
‘ ~ - Area of floors. windows. walls Shared building features approach) /I
~.L - Number of floors, floor heights reseeemee ey . e H
L o b i - Geomeiry: Floor i —— EI
Characteristics of building components: 1 . H = 7
- . i height, Number of : ™~ |
'ﬁl ﬂ - U-values of floors, windows, walls L foors. efc i 8 8
Energy system description: F d ) .WWR =>| |~ | | °
M /| - HVAC types p - acace AR
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Different information extraction process i :
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Figure 1: Performance evaluation: different approaches under the machine assistance framework

2.1 Data-driven modelling for operational energy

For the energy performance, we used a synthetic dataset generated by parametric BPS to train
machine learning models to capture relationships between building features and heating load/
total energy consumption. Since we applied the framework to the building early design phase
scenario, one characteristic should be necessarily included: the evaluation of information
uncertainties. To represent this process, a probabilistic, tree-based surrogate model — NGBoost
(Duan, Avati, Ding, Thai, Basu, Ng & Schuler, 2020) is chosen to fulfill the requirements
mentioned above: Instead of generating output as a point prediction, the design of the algorithm
involves the uncertainties quantification process, which provides insights into the output range
within the set of feature input descriptions.

Furthermore, we consider the model explainability of the data-driven model for informed
decision support. An interpretation method: SHAP (Lundberg & Lee, 2017), is integrated to
analyze the feature importance and assumption consequences. Eventually, the combination
improves the reusability of data-driven models by generalization and trustworthiness by
explainability (Geyer, Singh & Chen, 2021). The result with the training process explanation is
shown in section 3.3. For further parametric fine-tune detail and extension material, we refer to
(Duan et al., 2020; Chen & Geyer, 2022).

2.2 Knowledge-based LCA evaluation methods integration

For the embodied emissions (GWP), we rely on a knowledge-based method where a database
of material properties is enriched via expert input and knowledge regarding construction types
and physical properties, such as thermal properties, is added to calculate results based on simple
geometric models (Schneider-Marin, Tanja Stocker, Oliver Abele, Johannes Staudt, Manuel
Margesin & Werner Lang). The database is fed with a multitude of options possible at an early
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design stage resulting in a range of outcomes. Additional modules can be integrated for cost,
maintenance, repair, replacement, end-of-life, and environmental costs. This method enables
users without LCA expertise to make decisions in early design phases based on reliable primary
data collected in a knowledge-based decomposed LCA database (“Knowledge Database” on
the basis of the publicly available database Okobaudat (Bundesministerium des Innern, fir Bau
und Heimat, 2022)). This material database is enriched with expert knowledge regarding
different construction types, including material composition and quantities of typical building
components. Their quantities are determined by external requirements, such as energy standards
or structural properties.

In this paper, we investigate different isolation standard properties as one part of material
functionality in the case study. Materials are then classified according to their applicability
based on the location of material and the functionality it fulfills. To organize the building
elements according to their respective locations, we refer to the cost groups (Kostengruppen,
KG) based on the German standard DIN 276 (Siemon, Speckhals & Siemon, 2021). In this
study, we only consider KG 300 (building structure and finishes). The resulting building part
properties are combined with geometric data extracted from digital models available as IFC
files to predict the embodied emissions for a complete building.

3. Case study

3.1. Design scenarios

To test the described method, we used a case study of a real-world building design of a mixed-
use building. The described project is called the Building.Lab on a tech campus in Regensburg,
Germany (see Figure 2). The function of this 2308 sqm building is office and seminar use as
well as housing. It consists of 4 above-ground stories and one underground level with a concrete
skeleton structure. As we are studying an early design phase, the precise faGade composition
has not been determined yet. The housing areas are located in the south, and their balconies also
function as passive solar protection. The larger seminar rooms are oriented to the north and can
therefore be well illuminated by a high percentage of window area while avoiding overheating.
The building is arranged in a U-shape around an atrium that extends across all stories.

o RN
S S

Figure 2: Building.Lab conceptual & BIM model illustration; Source: Lang Hugger Rampp GmbH /
Bayerischer Bauindustrieverband e.V.

The case study examines the building design for three different window-to-wall ratios (WWR
= 0.2, 0.4, 0.6), three different isolation standards (base, medium, high), and two shading
options (External-Shading, Low-HGC-Value). Table 1 shows areas of the various building
components for the real-world variant with a WWR of 0.4.
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Table 1: Areas of building components (window-to-wall ratio = 0.4)

Cost group Subdivision  Description Area
KG_320 - Foundation 966 m=
KG_330 -

KG_330 A Exterior wall underground 416 m=

KG_330 B/C  Exterior wall above ground (load bearing & non-load bearing) 901 m=

KG_334 - Windows 600 m=
KG_340 -

KG_340 A Internal wall (load bearing) 1088 m=

KG_340B Internal wall (non-load bearing) 1478 m=

KG_350 - Ceilings/Floors 1945 m=

KG_360 - Roof (Building) 583 m=

Roof (Garage) 369 m=

3.2. Data description

To generate data that allow well-generalizing models, we created a dataset based on the target
scenario for the data-driven and knowledge-based performance evaluation. A parametric model
for a generic H-shape office building has been developed that covers a wide configuration
variety of building components and zones. The number of floors was set to four with an
additional basement. Besides the basement, all floors have the same floor plan scheme. The
modelling platform was Grasshopper (Robert McNeel & Associates, 2022). A high-level
simulation interface for EnergyPlus, Honeybee (Ladybug Tools | Honeybee) was chosen. Figure
3 presents an illustrative sample.

Grid length Conference Grid length 2.5m 2.8m 3.1m 3.5m
3 % ’*’*z Court.)Facade Horizontal-Windows Vertical-Windows Vertical-Windows Ribbon-Windows
5 a1
E% grg_f, yard Orientation 0 30 60 90
37 - \ width Floor
b |om o e , = height ,
e 3
1 I8 I?;J\( Slim | 3m Oy
,@eeeeeeee)@jm“ !
3. T o) office
- ig Courtyard @ﬁE
5 width !
5 A3 .
1 4 Wide | 4m
Number of gird segments Orientation

Figure 3: Floor plan scheme of generic H-shape office building and samples
For the dataset generation, the varied parameter list is shown in Table 2.

Table 2: List of input features

Parameters Description

Standard of U-Values Base, Medium, High

Facade Horizontal-Windows (WWR: 0.19-0.30), Vertical-Windows (WWR: 0.20-
0.46), Ribbon-Windows (WWR: 0.55-0.68)*

Shading External-Shading, Low-HGC-Value

Courtyard width Narrow — 7, Wide — 13 [number of raster segments]
(17.5, 20, 22, 24.5, 30, 34, 38, 42) [m]

Floor height 3.4 [m]

Orientation 0, 30, 60,90 [9

Grid length 25,2.8,3.1,35[m]

(Floor areas: 1150, 1400, 1800, 2250, 2700) [m%F

Lwindow-to-wall ratio

Besides these parameters, every combination, i.e., the full factorial, has been simulated, which
resulted in 1152 simulated samples. Construction and HVAC system were kept constant. For
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the construction, an external thermal insulation composite system (ETICS) was modelled with
a massive generic material with a heat capacity of 1100 J/kg-K and 900 J/kg-K for the slabs.
Furthermore, we defined three sets of u-values which would scale the thickness of the thermal
layer accordingly. In this context, we selected three well-accepted energy standards in Germany
and referred to u-values requirements as three isolation categories (base, medium, and high), as
shown in Table 3.

Table 3: U-value requirements under different isolation standards [W/m.]

Standard of U-Values Base: GEG (2020 German Medium: NZEB (Net High: Passive
Energy Act for Buildings) Zero Energy Building) House

- Base plate 0.2625 0.206 0.15

- Roof 0.15 0.135 0.12

- Exterior wall, bearing, 0.21 0.18 015
above ground ' ' '

- Exterior wall, bearing,

under ground 0.2625 0.206 0.15

- Window 0.975 0.888 0.8

The HVAC system is modelled with an ideal load air system template from EnergyPlus as it
provides good comparability of loads at an early stage of the design. For zone programs, the
open office area was modelled with 0.057 people/m=2and conference areas with 0.053
people/m= As for shading mechanism, either windows with a solar-heat-gain-coefficient
(SHGC) of 0.5 and an additional shading layer with the reflectance of 0.5, and transmission of
0.4 will be activated as soon as zone temperatures rise above 25<C or windows with a low
SHGC of 0.3 have been modelled.

3.3. Model training

The surrogate model (NGBoost) consists of a set of Classification and Regression Trees
(CART), which requires the input features in the form of integer or float (Loh, 2011). Only
semantic features in the dataset require label-encoding by transferring descriptions into
numerical categories. In this context, three features require feature engineering:
IsolationStandard, Facade, and Shading.

The training process randomly splits the dataset into training (80%) and test (20%) sets. We set
input features as in Table 2 with the prediction target of building heating load and total energy
consumption. Since the dataset is relatively simple, models are trained by the default setting of
hyperparameters (Schuler, 2020).

For the performance evaluation, we selected the most typical metrics in the BPS domain (Vogt,
Remmen, Lauster, Fuchs & Muler, 2018) as well as in machine learning regression prediction
tasks: Root Mean Square Error (RMSE), Mean Absolute Percentage Error (MAPE),
Normalized Root Mean Square Error (NRMSE) and R-squared (R2). Table 4 presents the model
performance based on the test set.

Table 4: Accuracy metrics of model result

RMSE MAPE NRMSE R2
Heating Load 0.3246 0.2529% 0.8137 0.9986
Total Energy Consumption 0.4450 0.2091% 1.0868 0.9971

The result shows a decent performance for the data-driven approach, the average errors of both
models are lower than 1%. More specifically, we see that the performance of the heating load
model is better than the total energy consumption prediction. The reason behind it is intuitive:
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total energy consumption depends on more implicit factors, e.g., cooling, equipment, and
lighting load. To sum up, the surrogate model based on feature representation in Table 2 is
capable to capture the building energy performance accurately.

Additionally, NGBoost as the surrogate model provides the output as a set of Gaussian
distribution parameters: loc and scale, which stands for mean (point prediction) and standard
deviation (uncertainty range), respectively. Figure 4 and Figure 5 illustrate how different input
features impact point output and uncertainty range in the task of heating load and total energy
consumption prediction.

loc param scale param
Shading A Shading
IsolationStandard - Fagade -
o FloorHeight 1 © GridLength -
2 2
= =
& GridLength - & IsolationStandard
Fagade Courtyard GridLength-Y
Courtyard_GridLength-Y - FloorHeight 4
0.0 0.1 02 0.3 0.00 0.05 0.10 0.15 0.20
importance importance

Figure 4: Feature importance for heating load prediction
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Courtyard_GridLength-Y - Courtyard_GridLength-Y -
0.0 0.1 0.2 0.3 0.00 0.05 0.10 0.15 0.20
importance importance

Figure 5: Feature importance for total energy consumption prediction

For heating load prediction, Figure 4 shows that the design of shading, isolation standard
choices, and floor height affects the point prediction (mean value of the output) the most,
followed by building geometry, especially the internal wall area. For output uncertainties,
options of shading, facde, and grid length have the most effects in the uncertainty range
(standard deviation of the output). Similar feature importance is also observed for the task of
total energy consumption prediction (Figure 5) with regard to the question, of which shading
option and building facade features should gain the most attention in consideration of building
energy performance.

3.4. Results

For the building operational energy, the prediction presents regular patterns aligned with
isolation standard and WWR iterations, as shown in Figure 6: The heating load varies between
80 and 115 kWh/m? per year, which increases with higher WWRs and decreases with higher
isolation standards. The same patterns are observed in total energy consumption as well. The
consumption increases with higher WWR with the option of low-HGC-value strengthening this
trend. Compared with heating load, it contains more factors: Intuitively, we observed that with
the higher isolation standard, external shading, and lower WWR, the total energy consumption
drops accordingly.
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Figure 6: Heating load and total energy consumption prediction under different isolation standard,
window-to-wall ratio (WWR), and shading combinations

Some interesting quantitative insights are worth mentioning from Figure 6: In heating load
prediction, the range of energy consumption is partially overlapped between adjacent insulation
standards. Compared to the isolation standard difference, the impact of different WWRSs is
relatively small. The reason is the assumption of state-of-the-art glazing and shading that allows
windows to level out higher heat transfer losses by solar gains without overheating in summer.
Such information provides designers with valuable benchmarks and alternative scenarios,
enabling them to involve other factors (cost, CO2 emissions, etc.) for further decision support.

For the embodied emissions, the predictions show that the GWP increases for higher isolation
standards as shown in Figure 7. The increase in GWP related to improved isolation standards
is relatively small compared to the overall embodied emissions. For the given concrete
construction type, the predictions for three WWRs show that the GWP decreases with the
increasing ratio of windows with the option of low-HGC-value.
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Figure 7: Embodied emissions (GWP) prediction under different isolation standard, window-to-wall
ratio (WWR), and shading combinations

The simultaneous presentation of operational energy and embodied emissions predictions
allows designers to evaluate parameters such as isolation standards, WWR, and shading options
at early stages and adjust their design accordingly for further development and trade-off
analysis. Based on these predictions, we recognized that the increase of embodied emissions
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for a higher isolation standard is comparatively small compared to the impact of emissions
resulting from operational energy.

3. Discussion

In this paper, we explored the integration path of data-driven methods and knowledge-based
methods for building design machine assistance. The key pillar of the integration depends on
the connection between the available data description (features) and the knowledge-based
methods’ representation.

From the result of the case study, we generated alternative design scenarios in different isolation
standards & window-to-wall ratio (WWR) combinations with shading options and evaluated
energy performance and embodied impact. This combined information and required data are
accessible in the early design phase. Both approaches contain the potential to further enhance
the ability of general assistance scenarios in future research: For data-driven methods,
involving, e.g., a component-based modelling process (Geyer et al. 2018) or hybrid-model
approach (Chen, Guo & Geyer, 2021) would provide further insight into the energy
performance at the building component level with better modelling flexibility and
interpretability. For knowledge-based methods, based on the trade-off analysis, indicators to
represent building cost factors would enhance the machine assistance practicability.

To explore the path of data-driven method integration into domain knowledge-based approach
in general scenarios, it is vital to invest efforts in aligning representations to bridge exposed
features from digital models and knowledge. For example, to provide designers with useable
feedback regarding the overall life cycle impact of the design decisions taken, the operational
energy results would have to be converted to GWP based on realistic primary energy scenarios.
In this context, the integration between data-driven methods and knowledge-based methods is
not only necessary in the feature representation process, but also vital for output interpretations.

Finally, although we particularly checked the availability of data during the early design phase
to ensure practicality, the evaluation of information utility has not been addressed, especially
when generated suggestions are inter-disciplinary. From this perspective, the investigation of
the designers’ feedback based on the integrated decision support is, in our opinion, worth further
research. A related study on user effect has been carried out for the component-based prediction
of operational energy planned to be repeated, including the new methods (Singh, Deb & Geyer,
2022).

4. Conclusion

This study presents a step toward a machine assistance framework for the building design
process that achieves multi-objective decision support. This framework serves as augmented
intelligence to accelerate the digitalization process of user decision-making assistance in
domains that require not only data-driven support but also knowledge-based analysis, such as
early building design. The structure organized by components and modules allows for the
generalization of data-driven models aligned to domain knowledge. Moreover, this approach
forms a basis for data and knowledge integration from which the design process will immensely
benefit. The integration allows for involving operational energy and embodied environmental
impact at an early design phase and raises the reconsideration of the design process toward the
objective of sustainable development in our domain.
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Abstract. Operators' lack of understanding of the plant's operation state significantly contributes
to human errors in Nuclear Power Plant (NPP) control room operations. The state of an NPP at a
particular time is represented by values of analog (e.g., measurements of flow properties) and switch
parameters (e.g., the status of a valve). Previous studies focused on analyzing analog parameters
rarely considered the switch parameters. Estimating the plant state without considering the timings
of switches can be inaccurate. This paper utilizes analog parameters to infer the timing of switches.
Two main challenges of establishing a reliable prediction model are 1) high dimensional analog
parameters and 2) an imbalanced switch parameter dataset with few control actions. This paper uses
PCA to reduce the dimensions and SMOTE to generate more samples capturing the impacts of
various control actions. Then the pre-processed data was used to train variants of KNN classifiers.
Testing results show that the KNN with SMOTE oversampling but without PCA best predicts
switches' timing.

1. Introduction

Human error is a significant contributor to the efficiency and safety issues in Nuclear Power
Plant (NPP) operations (Preischl & Hellmic, 2016). Industry reports show that more than 60%
of the reported events are related to human errors, among which nearly 30% of events are
attributed to operation errors (IAEA, 2020). Human errors in NPP control room operations
include pushing the wrong button, operating too late, controlling deviation reduced too slowly,
etc. (Preischl et al., 2013). These human errors can make operators miss control goals and
targets, thus leading to uncontrolled release of energy or hazardous substances. Hence, it is
essential to reduce human error in NPP control room operations.

Operators' lack of understanding of the plant's real-time state and their inaccurate predictions
about future plant states are the primary causes of human errors in control room operations
(NRC Web, 2011). As shown in Figure 1, the operating state of NPP at a particular time is
represented by two types of parameters — 1) switch parameter, which reflects the NPP
component state (e.g., Valve A, valve B), and 2) analog parameter, which shows the value of
process variables captured by sensor measurements (Wang et al., 2022). The analog and switch
parameters within a plant have complex physical and functional interactions. Nevertheless, NPP
consists of thousands of components and instruments. The large size of the plant and the many
relationships within NPP systems control make it challenging for operators to maintain a
holistic understanding of the plant's state and correctly predict the future states.

Many studies utilized NPP operation data to provide faster and more accurate plant behavior
predictions, thus reducing human errors in control room operations. These studies used machine
learning algorithms such as artificial neural networks to predict NPP behavior under different
transients, monitor NPP parameter trends, and detect anomalies (Chen et al., 2018; El-Sefy et
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al., 2021). However, many studies only considered analog parameters. Discrete switch
parameters containing information about plant components' states are rarely considered.

Recently, Wang et al. (2022) proposed a method to fill missing operation data of an NPP by
searching the similar system operation states in control histories. In this study, the operation
state of NPP is represented by a combination of analog and switch parameters. Nevertheless,
few studies explored the relationship between analog and switch parameters. Joint
consideration of analog and switch parameters for monitoring NPP operation is critical.
Different combinations of switch parameter values can share the same analog parameter values.
Relying on analog parameters alone can hardly distinguish if an anomaly is caused by the failure
of process variable sensors or process fault. Thus, analog parameter-based diagnostic systems
require extra human efforts to investigate the root causes of anomalies. Therefore, relying solely
on analog parameters can provide human operators limited or even unreliable operation support.

This paper presents a model that maps the relationship between analog and switch parameters.
The proposed model can mimic the human decision-making process in NPP control room
operations. The model takes time series of analog parameter values as inputs, and operation
decisions, such as whether to manipulate a component or not, at what times, as outputs (Figure
1). The key contributions are: 1) revealing the necessity of understanding the interwoven
relationship between analog and switch parameters. Such understanding can lay a foundation
for developing intelligent operation support tools that imitate human operators to generate
control decisions. 2) proposing a modeling framework based on k Nearest Neighbours that
predict the switch parameters using time series of analog parameters as inputs. We tested and
validated the proposed framework through pseudo-operators' control histories collected in a
human-in-the-loop NPP operation experiment.

2. Problem Formulation

The problem tackled in this paper is to map a set of analog parameter values to control actions
based on control histories. The data structure of control histories and the problem formulation
are introduced below.

All NPP operators must follow strict technical standards (Medema et al., 2012). These technical
standards, also known as NPP operation procedures, provide step-by-step directions on
observing real-time NPP sensors alarms and manipulating NPP control objects (e.g., turn-on
valves). Stepwise instructions define the operational processes and control actions. However,
the task guidance provided by these procedures is static. Operators must rely on their
experiences and knowledge to estimate the “waiting” time between different steps to avoid
missing the control targets.

Control actions defined in the procedures trigger changes in switch parameters. This paper uses
switch parameters to infer the control action and the corresponding wait time before performing
that control action. Eq. (1) illustrates if a component's state c, at time t is different from its state
at time t — 1 indicates the occurrence of a control action CtrlA,. For example, Figure 1 shows
three plant components' states. Valve A and valve B have discrete states, and Rod has a
continuous state. According to Eq. (1), when t = 1, the operator did not perform any control
action; therefore, the algorithm will label the work status as {wait}, the operator turned on valve
A at time 2s and then manipulated Rod 1 at time 3s.

0, ¢ = ce-1y

CtTlAt = {1 Ct + C(t_l)

1)
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Switch parameters

Time | Valve | Valve | Rod Work status Core temperature | Cooling flow
(s) A B 1 | (control action/wait) (DEG F) (KPPH)
1 | OFF | OFF | O Wait | 18116 2045 | |Modelinput:
i 1 Time series of analog

2 ON OFF 0 Valve A ON | 182.50 20.22 i parameters in the last
3 ON OFF 11 Rod 1 1 184.03 20.12 | three seconds
4 ON OFF 11 Wait -: 185.60 20.11

SR Model output:
s [oN | oN | 11 Valve B ON 187.40 20.09 | Work statusat the
6 | ON | ON | 12 Rod 1 189.23 20.08 fourth second

,
Operator’s control decision

Figure 1: The operating state of NPP at a specific time is represented by a set of analog parameters and
switch parameters (Wang et al., 2022). The changes in switch parameters reflect the operator's control
decision.

A combination of plant analog and switch parameters can describe the operational state of the
NPP. Similarly, the analog parameters and control action represent the operator's control
decision at a particular time. Each control action corresponds to a specific range of analog
parameter values (also called "operation context"). In other words, when one or multiple analog
parameter values reach a certain degree, the operator in charge should manipulate the
corresponding control object to ensure plant safety. NPP control room operators need to observe
tens of analog parameters, indicators, and alarms to monitor plant operation. In the monitoring
process, operators need to closely follow the trending of analog parameters to avoid missing
the optimal contextual timing for performing each control action. Thus, the operators spent
most of the time monitoring the analog parameters and little time performing control actions in
an operation task. Therefore, two main challenges associated with NPP operations are: 1) the
high dimension analog parameters make it challenging for operators to gain a comprehensive
understanding of analog parameters' trends; 2) the control histories are imbalanced datasets
because of the less frequent work status of control actions compared to {wait} class. As a result,
operators are likely to miss the optimal operation context.

3. The Proposed Methodology

This paper aims to develop models to predict the most likely control actions based on control
histories while overcoming the two challenges mentioned above: 1) high dimensional data and
2) imbalanced data samples for control actions and waiting times. The proposed framework
consists of three steps (Figure 2 ): data pre-processing, model training, and model testing. The
data pre-processing step employed dimension reduction and oversampling techniques to resolve
the challenges brought by high dimensional analog parameters and imbalanced control histories.
The model training step carefully selected the hyperparameters of the k Nearest Neighbour
(KNN) classifiers. The testing step assessed the performance of the variant of KNN classifiers
for predicting the control actions based on similar contextual analog parameters' values.
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KNN Classifier Results

Select distance Model-
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training data
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Figure 2: The framework of the proposed method for predicting switch parameters.

3.1 Principal Component Analysis (PCA)

Principal component analysis (PCA) has been proven very powerful in extracting critical
information within process data, and it is widely applied for data-driven process monitoring
(Shi et al., 2018). In PCA, let X € R™*N denote a set of normalized data with m process
variables and N samples. The principal component of the data is determined by performing
singular value decomposition on the covariance matrix X of X derives:

1 2
T = XXT = PAPT
N-—1

Where A = diag(1y,-, Ap)and Ay =21, =+ =21, 2 0. In PCA, the load matrix P €

T e A 0
R™ ™ is divided as P = [Py, Pres] and A is divided as A = [ gc Al
res

3.2 Synthetic Minority Oversampling Technique (SMOTE)

Oversampling techniques in the pre-processing step are necessary for enabling the proposed
model to learn patterns from the minority class, namely control actions. This paper use SMOTE
to oversample the minority class (control actions). Figure 1 shows, at time 1s, the label of the
work status is {wait}. "Wait" means that the operator didn't perform any control action. NPP
control histories are imbalanced since the frequency of control actions is considerably fewer
than the number of {wait} status. This paper proposes SMOTE to augment the operating
history. SMOTE creates synthetic samples for over-sampling the minority classes. SMOTE
firstly selects several neighbors specified by the over-sampling rate. Synthetic operation states
(set of analog parameters and switch parameters) are created somewhere between the original
operating context and its neighbors. SMOTE is easy to implement and avoids overfitting
because the synthetic samples are randomly created and prevent information loss (de Andrade
Lopes et al., 2021).

3.3 K-nearest-neighbours (KNN)

KNN classifier is one of the most widely applied classifiers in process control research. KNN
is performed by ‘searching’ for the nearest distance and selecting the class with the majority
number among the k training data as the resulting class. In KNN, the k indicates the number of
nearest neighbors to be considered in decision-making. The distance between the data is
calculated by applying the distance metric. This paper adopts KNN to identify a similar
operation context for performing each control action.
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The classification performance of KNN is affected by the choice of distance metric and the
value of k. Appropriate selection of the distance metric and value of k is important for ensuring
good model performance. The pre-processed data were trained using several distance metrics
and k values to select the suitable distance metric and k value. In this paper, the minimum Kk is
set as 0, and the maximum k is determined by the minimum count of the control action classes.
The paper adopted different distance metrics for the KNN classifiers and used five-fold cross-
validation to evaluate and compare the performance of these classifiers.

Table 1: Distance metrics applied in KNN.

Distance metrics Definition Distance function

Euclidean distance The Euclidean distance is the length of a line 2 5
segment between two points. Z(X -7)

Manhattan distance The Manhattan distance between two
vectors (city blocks) equals the one-norm of le _y|
the distance between the vectors (Szabo,
2015).

Chebyshev distance The Chebyshev distance between two
vectors is the greatest of their differences Max|X — Y|
along any coordinate dimension (Abello et
al., 2013).

4. Case Study

The authors used a gamified microworld to collect NPP control histories for testing the
proposed framework of mapping time series of analog parameters to control actions. The
gamified microworld reactor-Rancor was developed by Idaho National Laboratory (Ulrich et
al., 2017). The Rancor simulator models five typical NPP systems: the cooling system, the
reactor core, the steam generator, the feedwater system, and the turbine. As shown in Figure 3
(a), Rancor's user interface allows the experiment participants to experience NPP operation via
interacting with these simulated systems of an NPP. The following introduces the experiment
setup and model performance evaluations.

4.1 Experiment Setup

This paper selected the reactor start-up procedure as the operation task. The reactor start-up
procedure is a typical NPP operation process involving various actions requiring NPP operators'
attention to ensure power supplies (Boring et al., 2018). Figure 3 (b) shows the operation steps
included in the start-up procedure.

— — e
= - .
a RO S RO S
A "
lecemaaa ) (SEmedyie T 'T
-._ e S Tee b
P _:_.,_.:_ e ======s Recurring . Start nade @ End node 'L_ T _" Potential control action
T®LLTTHED
L JIORS =1 [ controtaction

Figure 3: (a) Rancor Reactor simulator user interface; (b) Operation step in the start-up procedure.

128



29™ International Workshop on Intelligent Computing in Engineering (EG-ICE)

The reactor start-up tasks involve 15 analog parameters and 10 switch parameters. The Rancor
simulator updates the plant operation state each second. This paper assumes that each control
action occurs at different times and that there are no concurrent control actions. The authors
recruited ten student operators to perform the reactor start-up task on the Rancor simulator.
Experiment participants were asked to follow the start-up procedure to start the reactor two
times, and twenty control histories were collected. The experiment collected twenty control
logs. As shown in Table 2, this paper used 12 logs for training and 8 logs for testing. The model
input is time series of analog parameter values in the last three seconds. The model output is
the work status at the fourth second. In each control log, {wait} class occupies most of the
count. The training and testing set's control action ratios are 0.197 and 0.172, respectively.

Table 2: Statistics of the training set and testing set.

NO. of logs Analog parameter and switch parameter pairs Control action ratios

Training set 12 1143 0.197

Testing set 8 964 0.172

4.2 Performance Metrics

The goal of the model is to predict control action using time series of analog parameters as
input. Whether the proposed model has good prediction accuracy on the {wait} class is not the
focus of this paper. This paper only considered the model's prediction accuracy on control
actions. To ensure the proposed model is robust against the minority class ({wait} class) and
focus on the prediction performance of the control action, this paper uses the minority classes
to evaluate the model performance (Table 3).

Table 3: Confusion matrix used for calculation of performance metrics.

Predicted Actual

Target control action (P)  Other control actions (N)

Target control action (PP) True Positive (TP) False Positive (FP)

Other control actions and wait (PN)  False Negative (FN) True Negative (TN)

Precision, recall, F1 score, and the area under the precision-recall curve (AUC-PR) are popular
performance evaluation metrics, particularly for imbalanced datasets. This paper calculated the
F1 score, AUC-PR, using the confusion matrix presented in Table 3. The accuracy rate
represents the percentage of correctly classified control actions and is calculated through the
following equation:

number of correctly predicted control actions (3)
P+ N

Accuracy =
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5. Results and Discussions

5.1 KNN Parameter Selection

KNN algorithm has two essential parameters: the distance function and the number of K. The
optimal parameters of the KNN models are decided by the best results on the training set via
five-fold cross-validation. This paper use KNN to predict the correct control action by
calculating the distance between the input analog parameter values and all the analog parameter
values sets in the training data. Figure 4 shows the effect of the distance function and value of
k. The optimal parameters k value and distance function for each model suggested in Figure 4
are shown in Table 4.

Performance comparison
Model_Original Model PCA Model PCA_SMOTE Model_SMOTE
0.30 00 100

— Accur

— Accur

Figure 4: KNN parameter selection. Models with SMOTE oversampling have better prediction
performance compared to models without oversampling.

Table 4: Parameter selection results on the four models.

Model Distance function K-value  Highest Accuracy
Model-Original Chebyshev distance 1 0.258
Model-PCA Chebyshev distance 1 0.155
Model-PCA_SMOTE Manhattan distance 4 0.727
Model-SMOTE Euclidean distance 6 0.883

5.2 Model Performance Evaluation

This section aims to compare the performance of models with different pre-processing methods.
Such comparison can help identify which model can provide a more reliable mapping from the
operation context to control actions. Table 5 shows the classification results of different models.
The best classification results are indicated in bold. Model-SMOTE significantly outperforms
the rest of the models. There are two possible reasons. Firstly, a distance-based classifier such
as KNN for imbalanced datasets is always biased towards the majority classes because of its
large number of samples (Prusty et al., 2017). SMOTE technique arbitrarily interpolates new
minority samples in between several samples of a minority group can help counteract the
imbalanced dataset problem. Secondly, PCA projects the high dimensional analog parameters
to a new subspace to get a low-dimension representation of the original dataset by retaining
some variance, causing information loss. Even though many studies showed PCA does not
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involve significant information loss, in the experiment, Model-PCA and Model-PCA_SMOTE
have lower f1 scores compared to the model without PCA.

Table 5: Compare classification results of different pre-processing approaches.

Accuracy Precision Recall F1 score
Model-Original 0.247 0.29 0.369 0.263
Model-PCA 0 0.075 0.091 0.082
Model-PCA_SMOTE 0.084 0.082 0.087 0.084
Model-SMOTE 0.223 0.316 0.441 0.323

The count of control action is significantly less than the {wait} class. This paper use precision-
recall curves (PR curve) to further compare the performance of Model-Original and Model-
Smote. Figure 5 displays the PR curves of the two model variants. The Area Under Curve
(AUC) for different control actions varies significantly. Notably, some PR curves have
extremely low AUC (below 0.1), indicating that the classifiers perform even worse than random
classifiers. One reason for the low AUC is the small testing sample size. Although the total
number of testing samples is high, the control action ratio in the testing sample is low (0.172).
The other reason is due to the nature of NPP operations. An accurate prediction in the proposed
model indicates that the occurrence timing of the predicted control action is the same as the
testing data. However, different operators rarely perform the same control action exactly at the
same value set of analog parameters in practice. Instead, it's more reasonable to perform each
control action in a set of analog parameters with similar values.

The confusion matrix shows the potential of this classifier. In Figure 6, all the diagonal elements
denote correctly classified control actions. The off diagonals of the confusion matrix display
the misclassified outcomes. Hence, the higher the values in the diagonal, the better the classifier.
Model-SMOTE shows decent performance in predicting the majority of the control actions.
Rod control action can repeat multiple times under different operation contexts. Thus, the KNN
algorithm can hardly find a similar pattern for the operational contexts of rod control action.
Therefore, the Rod control action has the lowest prediction accuracy.

Precision vs. recall curve_Model_Original Precision vs. recall curve Model SMOTE

10 1.0 —— RecA_AUCI1.0
RecB_AUC:1.0
—— Rod_AUC:0.09
0.8 4 — RecA AUC:0.9 0.8 4 —— SGA_AUC:0.09
3 . —— SGB_AUC:0.0
:;B,&ﬁicélig —— FeedA_AUC:0.55
0.6 1 —— SGA_AUC:0.35 06 FeedB_AUC:0.42
5 —— SGB_AUC:0.0 s — gtIC\:We:J:léCS:DAZ
2 i 9 rv_ :0.
E — :e“jucio-z £, Synced_AUC:0.5
0.4 edB_AUC:0.07 0.4 | —
—— latched_AUC:0.01
ctriv_AUC:0.5 \
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0.0 Q\ 004
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Figure 5: Precision-Recall curves.
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Figure 6: Confusion matrix of Model-Original and Model-SMOTE.

6. Conclusion

This paper proposed a variant of models based on KNN classifiers that uses analog parameters
to infer the timing of the most suitable control actions. The proposed model employed PCA to
compress the analog parameters to lower dimensions and SMOTE to help augment the less
frequent control actions in the collected control histories. Additionally, hyperparameters of the
KNN classifiers are carefully selected using 5-fold cross-validation. The authors also designed
a human-in-the-loop experiment of reactor start-up to collect NPP control histories for
validating the proposed control action prediction framework. The testing results indicate that
the model with SMOTE data augmentation has better prediction performance than the models
without SMOTE. Models with PCA have lower prediction accuracy compared to models
without PCA.

Two limitations of this paper are the small data size and model performance evaluation metrics.
The KNN classifier is an instance-based learning method that can make a prediction for new
observations based on a few data samples. This paper used 20 logs, and the number of control
actions in these logs is relatively small. In addition, an accurate prediction in the proposed
model indicates that the occurrence timing of the predicted control action is the same as the
testing data. In practice, the occurrence timing of control action is more likely to concentrate in
operational contexts with similar analog parameter values rather than the same analog
parameter values. The authors will improve the model performance evaluation method by
defining a suitable time window for each control action in future work. Specifically, the authors
will estimate the distribution of individual control actions in the operation process by
considering analog parameter values and time.
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Abstract. Computer vision techniques have been introduced recently to assist with visual
surveillance of jobsite activities. However, multiple reality capture devices are needed to guarantee
uninterrupted view of key objects. We propose to use deep learning with reinforcement learning
(RL) to create a self-navigating active vision camera. The trained RL camera gains sufficient
spatiotemporal knowledge to fix its gaze on an object by dynamically adjusting its position and view
angle. We use a deep Q-learning network (DQN) to decide whether to move or rotate the camera to
monitor moving forklifts in a 360-degree video. Results show that the RL camera can find a new
position and angle with better view of the forklift in 73% of cases, and in the remaining 27% of
cases, the visibility of the forklift remains unchanged. This indicates the effectiveness of the RL
agent in locating the object of interest in complex and dynamic real-world settings.

1. Introduction

In recent years, the number of photos and videos collected daily by various digital capture
devices has exponentially increased. In 2020 alone, 1.43 trillion digital images were captured
with more than 91% taken on mobile phones (Canning, 2020). This growth in the volume of
visual data can be in part attributed to the ubiquity of mobile devices (e.g., smartphones,
tablets), digital cameras, and unmanned aerial vehicles (UAVs) also known as drones with
onboard cameras. Visual data is also widely utilized to record construction fieldwork and
commonly used to document progress reports, complement requests for information (RFIs),
prepare safety training materials, and litigate claims. Moreover, continuous and unobtrusive
monitoring of jobsite activities is key to work progress measurement and monitoring safety
compliance on construction sites. Advancements in computer vision (CV) and artificial
intelligence (AI) have created new solutions to automate visual surveillance tasks. For example,
Nath and Behzadan (2020a) applied deep learning (DL) to detect common construction objects
(e.g., building, equipment, worker) in real-time under diverse visual conditions. Nath et al.
(2020b) and Fang et al. (2018) proposed DL techniques to monitor workers’ compliance with
regulations pertaining to the use of personal protective equipment (PPE) (i.e., hard hat, safety
vest).

While the uptake of Al integration into construction practices is expected to continue, the next-
generation construction and manufacturing systems will enable humans and Al to collaborate
in more meaningful ways (NSF, 2020, Autodesk, 2020), as evident by the success of similar
efforts in other domains such as medicine (McCoy et al., 2020, Tschandl et al., 2020), data
science (Wang et al., 2019), and business management (Sowa et al., 2021). A key prerequisite
to the successful completion of complex machine-operated tasks with vision-based Al is the
ability of the machine to understand the content and context of its surroundings. In a nutshell,
it is critical for an Al-enabled machine to not only know what objects are located in its
proximity, but also infer the spatiotemporal relationships between those objects. This crucial
ability, however, may be hindered for several reasons. In a constantly evolving workspace such
as a construction site, for example, objects are often on the move and frequently occlude one
another. In fact, occlusion is a major impediment to the performance of CV algorithms (Hoiem
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et al., 2011). A previous study, for instance, has found a significant drop in the performance of
facial recognition systems when the face is partially occluded (Ekenel and Stiefelhagen, 2009).
Similarly, when an Al algorithm is used by a fixed-viewpoint camera to monitor the workspace
for safety compliance or progress evaluation, the visual recognition task may yield low accuracy
because of workers and equipment not being fully visible due to displacement or occlusion. A
rhetorical solution to this problem is to move the camera (i.e., adjust the viewpoint) or install
multiple cameras so that objects of interest always appear sufficiently visible. However, due to
the constantly evolving nature of construction sites and cluttered workspaces, and the need for
continuous calibration and installation, this approach will translate into a daunting task,
consuming a significant amount of project resources.

To address the abovementioned challenge, this study proposes to design an active vision camera
capable of navigating in the scene and operating autonomously while searching for the optimal
viewpoint from which occlusion-free scenes can be captured for a given task. To validate the
performance of the designed methods, an Al-enabled drone camera (with 2 degrees of freedom)
is trained with reinforcement learning (RL) and tested in an active work environment.

2. Literature review

DL is a subset of machine learning (ML) and is characterized as a neural network with more
than three layers (Chollet, 2021). Deep learning models have been successfully trained to
perform tasks in various fields including but not limited to visual recognition (Krizhevsky et
al., 2017), natural language processing (Deng and Liu, 2018), and self-driving vehicles (Rao
and Frtunikj, 2018). RL, on the other hand, expands the traditional boundaries of ML by
dynamically training a function to take optimal actions given the environment states based on
continuous feedback to maximize its cumulative reward. RL was first tossed in the early 1980s
in psychology, to describe a trial-and-error methodology where animals learn and change
specific behaviors based on their perceived experiences (Busoniu et al., 2010). Similarly,
modern RL algorithms rely on trial-and-error to train computational agents to make decisions.
In the late 1990s, the use of RL was expanded to other domains including robotics (Kormushev
et al., 2013), game playing (Szita, 2012), and industrial process control (Nian et al., 2020).

In an RL problem, the learner is referred to as agent, and everything in the surrounding, that the
agent can interact with, is called the environment (Chollet, 2021; Géron, 2019; Sutton and
Barto, 2018; Szepesvari, 2010). At any given time, the part of the environment that is accessible
to the agent can be described in a mathematical form that is called the state of the environment.
The RL agent can perform an action to transition from the current state to the next state of the
environment. When an agent performs an action, it also receives feedback from the environment
indicative of the merit of the action in meeting the ultimate learning goal of the problem. This
feedback is described in a numerical form and referred to as reward (Chollet, 2021; Géron,
2019; Sutton and Barto, 2018; Szepesvari, 2010).

With advancements in processing speed and computing power, conventional RL algorithms and
neural network architectures have been combined to form new Deep RL paradigms (Henderson
et al., 2018). For example, the AlphaGo algorithm, trained with RL and deep neural networks,
can win a game against a human player almost 100% of the time (Silver et al., 2016; Silver et
al., 2017). Other important Deep RL applications include autonomous driving, industry
automation, and natural language processing (NLP) (Zhang et al., 2018; Nguyen et al., 2020).
In the civil engineering domain, RL and Deep RL have been primarily leveraged in
transportation applications including traffic signal control (Lin et al., 2018; Muresan et al.,
2019; Tan et al., 2019; Rasheed et al., 2020; Xu et al., 2020) and speed limit control (Wu et al.,
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2018). For example, Wu et al. (2018) proposed a Deep RL-based model for dynamic control of
posted speed limits in response to prevailing traffic. They defined variable speed limit (VSL)
controllers as RL agents and trained them with the deep deterministic policy gradient (DDPG)
algorithm. For this particular application, the state variables of the RL environment were the
occupancy rate (reported by loop detectors) of each merge, upstream, and on-ramp lane, while
the reward function was based on total travel time, crash probability, and vehicular emission.
Compared to a baseline scenario where no speed control was used, trained agents were able to
dynamically change vehicle speed limits in each traffic lane based on the traffic flow. Results
indicated a reduced average travel time (ATT), by nearly 40 seconds, and fewer vehicle
emergency braking by approximately 6%.

In another study, Muresan et al. (2019) trained and validated a Deep Q-learning Network
(DQN) to control the duration of traffic lights. In a nutshell, DQN refers to the use of Q-learning
algorithm for Deep RL model training (Li, 2017). Since such networks can leverage the
advantages of deep convolutional neural networks (CNN), they are widely used in CV
applications (Li, 2017, Jang et al., 2019). Using a simulated intersection with psycho-physical
cars, Muresan et al. (2019) proceeded to represent the state space by a bit-level matrix that
described the queue length, signal state, and time of the day. In each second, the RL agent took
one of the two actions, namely continuing the current phase or commencing the next phase.
Subsequently, the agent was rewarded or penalized based on the traffic discharge and waiting
times of the vehicles. The DQN model, trained with 61 days of simulated data, reduced the
average delay by 32% compared to an actuated controller, and by 37% compared to the fixed
time control of traffic lights. Mullapudi et al. (2020) explored the use of DQN to enable a
stormwater system to dynamically adapt its response to a storm by controlling distributed assets
including valves, gates, and pumps. In a simulated storm environment, the state was described
by water level and flow sensor readings. At any given time, considering the state, an RL agent
took the action of opening a valve or turning on a pump. The agent was trained with three
different reward functions. In the first function, the agent received a positive reward for
maintaining the outflow below a specific threshold and a negative reward otherwise. In the
second function, the agent was rewarded for reaching flows that were close to the desired flow
threshold. Finally, in the third function, the agent received the highest reward for keeping the
basin empty. It was found that the trained RL agent could immediately observe the impact of
its control actions and make adjustments in a 4 km? simulated stormwater network. Yao et al.
(2020) applied DQN to long-term pavement maintenance planning by representing the state of
the environment using 42 features that described pavement condition. The action space was
composed of three features, namely maintenance types, maintenance materials, and distress
treatment, which considering different combinations, formed a total of 38 actions (i.e., types of
treatment) including “do nothing”. Furthermore, the reward function was defined as the
increase or decrease in cost effectiveness after taking each action. Using two case studies, the
researchers demonstrated the ability of the RL agent to reduce maintenance cost and length of
the pavement segment that had to be maintained, ultimately leading to better maintenance
strategies that maximized the long-term cost effectiveness in a 15-years period. Lastly, dos
Santos et al. (2013) proposed an RL-based method to control and transport structural
components to designated locations and assemble truss-like 3D structures in a real-world
constrained but dynamic environment. The state of the environment in this case was composed
of the status of the components as well as the location of the robot. The RL agent was rewarded
based on the assembly sequence and the selection of structural elements for each assembly
point, with an error in assembly leading to a negative reward (i.e., penalty). The developed
approach reduced the tedious task of developing an assembly plan by allowing robots to
efficiently assemble and construct multiple 3D structures.
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Despite past efforts in designing RL or Deep RL algorithms in civil engineering applications,
successful use cases of these methods in the construction domain are yet to be documented.
While the majority of previous work has devised simulated environments with controlled
parameters, the efficacy of DL or Deep RL agents in real-world settings where environment
parameters are subject to change remain largely unknown and needs to be investigated and
benchmarked. In particular, jobsite safety and accident prevention is an active area of research
with real implications (OSHA, 2019). Therefore, the goal of the research presented in this paper
is to make new strides in enabling the application of Deep RL for safety monitoring in real-
world settings. Particularly, an RL agent with active vision capability is trained to locate and
monitor forklifts in a dynamic workspace with the ultimate goal of alerting workers of imminent
contact collisions (e.g., due to the worker and forklift moving too close to each other, or the
worker moving into the blind spot of the forklift). In addition to safety applications,
uninterrupted monitoring of equipment can be of value to supply chain management, asset
management, resource allocation, and productivity assessment.

3. Methodology

The environment. In this study, the environment is generated from a warehouse operation
360°-video (obtained from YouTube under Creative Commons license), which is hereinafter
referred to as Pictor-360 video. As shown in Figure 1, each frame of this video encompasses a
360° panoramic view of the warehouse. The resolution of each frame is 5120x1080 from which
a420x420 window is cropped to mimic the camera view of an autonomous drone. At each time
step, the drone can rotate 11.25° to left or right (i.e., rotation along the yaw axis) and 5° upward
or downward (i.e., rotation along the pitch axis). These actions result in translating the 420x420
window by 160 pixels along the horizontal direction or by 60 pixels along the vertical direction,
as shown in Figure 1. In total, there are 32 horizontal positions and 12 vertical positions for
each of the 699 frames of the video, resulting in 32x12x699=268,416 discrete states of the RL
environment.

Down Do nothing

Figure 1: A sample frame of the Pictor-360 video and extracted camera views by taking different
actions (source video courtesy of Direct Relief under CC BY license).

Q-learning. In each state, the RL agent can take one of the five actions of moving “up”,
“down”, “left”, “right”, or ““do nothing”. The RL agent would take the action that will ultimately
lead to the maximum reward. The value of the action in each state is called action value or Q-
value (Géron, 2019, Szepesvari, 2010, Sutton and Barto, 2018), and mathematically denoted as
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Q(S;, a), where S, is the state at time t and a is the action. Therefore, the agent learns to take
the action with the maximum Q-value, i.e., argmax,Q(S;, a). The term Q-learning refers to
the algorithm for learning Q-values through iteration (Sutton and Barto, 2018). Equation (1)
expresses the mathematical formulation for Q-learning, where a is the learning rate, r, is the
reward received at time t, and y is the discount factor. Through this Equation, the model updates
the Q-value for an action a at state S,, from Q°“(S,, a) to Q"¢¥(S,, a). The value of reward
1T, is defined based on the intersection over frame (IoF), which is defined as the percentage of
the bounding box area of the forklift that intersects with the viewing frame of the RL camera.

Q™" (Se,a) = Qe (St a) + afry + ymax,, Q(Seiq1,a’) — QOId(St: a)l (D)

3.1 Model Architecture

In this experiment, we propose to use a DQN model to predict the Q-values corresponding to
the five actions named above (i.e., “up”, “down”, “left”, “right”, “do nothing”). For this
purpose, the 420420 RGB image viewed by the RL camera, is resized to a 224x224 resolution
using bicubic interpolation (Shan et al., 2008). As shown in Figure 2, a VGG-16-based model
is utilized to extract features. The choice of VGG-16 is due to its high performance in
classifying numerous real-world objects (Simonyan and Zisserman, 2014). The VGG-16
network is amended with three convolution blocks, each consisting of a convolution with
exponential linear unit (ELU) activation function, followed by a max-pooling layer. Features
are then flattened and connected with a dense layer with 64 nodes. The final output layer
consists of 5 nodes to output individual Q-values corresponding to the five actions.
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Figure 2: The architecture of the DQN model adopted for the Pictor-360 experiment.

3.2 Model Training

A well-known dilemma in training an RL agent is the exploration vs. exploitation problem. The
goal of exploration is to allow the RL agent to take random actions to visit new states that were
not previously traversed. However, exploitation describes a learning process where the RL
agent takes the best action (a.k.a., greedy action) based on current knowledge to reinforce its
learning (Géron, 2019, Sutton and Barto, 2018). In this paper, we adopt e-greedy policy where
at each state, the RL agent will explore a randomly selected action with probability € (0 < € <
1), and exploit this greedy action with probability 1 — & (Géron, 2019; Sutton and Barto, 2018).
Particularly, we start with a high € (e,,x = 1.0) to encourage the agent to explore. However,
as the agent becomes mature through training, we linearly decay the value of € to reach a
minimum value (&,;, = 0.1) so to focus the attention of the agent on exploiting its previously
learned knowledge. The training stops at that minimum value to avoid overfitting.
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In any given time step, the experience of the RL agent is composed of the following elements:
current state, action taken, reward received, next state, and a Boolean value (i.c., true or false)
indicating if the next state is the terminal state. To expedite training, in any one iteration, the
agent is trained on multiple experiences (a.k.a., batch of experience) simultaneously rather than
on a single experience (Schaul et al., 2015; Géron, 2019; Sutton and Barto, 2018). To train the
model more effectively, we adopt a scheme called experience replay (Schaul et al., 2015;
Géron, 2019; Sutton and Barto, 2018) where a fixed number of past experiences are stored in
the RL agent’s memory. In each iteration, several sample experiences are randomly drawn from
the stored experiences and a sample batch of experience will be generated to train the RL agent.
Particularly, we use a batch of size 200 and a deque data structure of 400,000 capacity to store
the experiences. Also, we do not train the model during the first 2,000 iterations (a.k.a., warm-
up period) and use these iterations only to gather enough experiences to fill up the deque
memory. A complete list of the training hypermeters is presented in Table 1.

Table 1: Hyperparameters for the Pictor-360 experiment.

Category Hyperparameter Value
Environment Number of states 268,416
Number of actions 5
Image resolution 420x420
# Time steps in each episode 100
Reward Step reward IoF
Discount factor, y 0.995
Policy Emax 1
Emin 0.1
Niteration 10,000,000
Experience Deque memory size 400,000
Batch size 200
Training Number of iterations 10,000,000
Warm-up period 2,000 steps
Target model update interval 2,000 steps
Optimizer Adam
Learning rate 0.00001

4. Results and Discussion

Figure 3 shows the average reward received by the RL agent in 1,000-episode intervals. It can
be seen that the model achieves higher rewards over time. During the test episode, the RL agent
starts from 1,024 randomly selected positions to find better visibility of the forklift. The IoF at
the very first frame is called initial IoF (I,) while the maximum IoF achieved during one test
episode is called maximum IoF (I,,,). Figure 4(a) displays the I, versus I,,,. In this Figure, the
45° equality line represents the positions where I, = I, i.e., the IoF of the forklift remains
unchanged. In this experiment, all (100%) of the points are on or above the equality line (i.e.,
L, = Iy), and 73% of the points are above the equality line (i.e., I,, > ). This finding implies
that in 73% of the times the RL agent has found a position from where the forklift was more
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visible, indicating the effectiveness of the RL agent in successfully locating the object of
interest in complex and dynamic real-world settings. It is worth noting that in the remaining
27% of cases, the visibility of the forklift was preserved at the same level, and in no cases, the
movement of the RL agent resulted in lower visibility. Figure 4(b) exhibits the percentage of
times that the RL agent was able to find a better position from different initial IoFs. The Figure
shows that when the initial IoF is low (e.g., 0.0-0.1), the RL agent can improve visibility in
65% of the times. However, if the initial IoF is higher (e.g., > 0.1), the RL agent performs better
in improving visibility (i.e., 80% of the times or more).

0.40 -
0.35 -
5 0.30 -
©
z
2 0.25
(]
()]
e
g 020
X
0.15 -
0.10 -
0 100 200 300 400 500
Episode (103)
Figure 3: Average reward received in 1,000-episode intervals during training.
1.00 gemene womeammmmsen oomees oo
’-.-'l-o.— LX 1 .°° 0.9-1.0
R
o . we 0.8-0.9 I
0.80 1 g
for v oss o 0.7-0.8 |
> L0 - > 0.6-0.7
30607 fa B 0.5-0.6
> 3. 2
€ 20
s TS 0:4-0.5
%040 ¢ s
3 : 03-0.4 |
XY
Ry 02-0.3 |
L]
0204 ®e 0.1-0.2 I
H
: 0.0-0.1 I
.
0.001 — Eaquality Line 0.00 0.20 0.40 0.60 0.80 1.00
0.00 0.20 0.40 0.60 0.80 1.00 % improvement
Initial Visibility
(a) (b)

Figure 4: Improvement in visibility for finding forklifts in the warehouse, for various initial positions
of the camera — (a) initial vs. maximum visibility, and (b) % improvement for various initial
visibilities.

5. Summary and Conclusion

Continuous and unobtrusive monitoring of jobsite activities is critical for safety monitoring,
supply chain management, asset management, resource allocation, and productivity assessment.
In this paper, we introduced a self-navigating camera capable of finding a moving object of
interest (i.e., forklift) by autonomously browsing a real-world warehouse environment. We
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trained a DQN with RL to provide situational awareness to the camera. Particularly, the RL
agent was trained to take one of the five actions of moving “up”, “down”, “left”, “right”, or “do
nothing” to navigate through the environment. The value of reward was determined based on
the IoF between the bounding box of the forklift and the viewing window of the RL camera.
The model was validated with a 360-degree video of a real-world warehouse operation. Results
indicated that starting from a random initial position, the RL agent was able to successfully find
a moving forklift by autonomously browsing the warehouse environment, and in 73% of the
times, improve the visibility of the tracked object. This, for example, exceeds the 71% true
positive rate in detecting objects in still images, as reported by Caicedo and Lazebnik (2015).

One of the major challenges in conducting RL experiments in real-world settings is to evaluate
the models thoroughly and safely without compromising the safety of human participants or
causing unwanted damage to physical assets. Therefore, a potential direction of future work
will be to conduct experiments in controlled real-world environments as a first step toward
improving the performance of RL models in a wide variety of applications such as construction
safety, warehouse operations, smart spatiotemporal surveillance, and post-disaster search and
rescue operations. Another potential implementation challenge is the inference time which can
undermine the usefulness of the developed RL models for real-time decision-making. A
potential way to reduce inference time is to perform neural network pruning by reducing
redundant layers (Pi et al., 2021).
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Abstract. Deformation happening in deep foundation pit excavation is a growing concern to
underground construction, threatening not only the construction safety but also the adjacent
environment. Traditional deformation monitoring is conducted once a day through the method of
manual measurement. Such monitoring strategy has been blamed for inefficiency and error-prone,
and also the monitoring results cannot be timely received by on-site managers for safety
management. Therefore, the study proposes a digital twin-driven deformation monitoring system to
support accurate risk-preventing decisions. The proposed system comprises four interconnected
components for data acquisition, data processing, result visualization, and risk warning, respectively.
A real-life tunnelling construction project — Lianghu tunnelling construction in Wuhan, China — is
used to illustrate the functionality of the proposed system. Findings show that the system will be a
valuable step for implementing digital twin to deep foundation pit excavation from concept to
practice.

1. Introduction

Deep foundation pit excavation in underground construction is characterized by a long duration
of construction, substantial uncertainties, and serious effects on the surrounding environment.
One of the most dangerous issues is the failure of a retaining structure during excavation.
Therefore, deformation monitoring of a deep foundation pit has a pivotal role in construction
safety management. However, traditional manual monitoring is often conducted once a day by
using measurement tool to collect the deformation data at each of the measurement points, and
in the next few days, the measurement data is processed into various types of charts and 2D
drawings recorded in paper-based reports. During this process, several problems cannot be
omitted: (1) Human error in measurement; (2) delayed information response to safety
management decisions, especially for dewatering and surging in a deep foundation pit and other
circumstances that easily occur local deformation in short term; (3) dazzling result presentation
in a layout plan that cannot comprehensively reflect the actual deep foundation pit in 3D.

Advanced digital technologies, such as wireless sensors and monitors, have been used to
overcome the limitations of manual deformation monitoring (Zhu et al., 2019; Wu et al., 2021),
but a comprehensive solution is still required which can automatically collect deformation data
and facilitate accurate data processing and visualization for effective safety management.
Recently, digital twin (DT) is considered to be an enabler for such a comprehensive solution.
A DT system commonly comprises real-time monitoring, diagnostics, forecasting, and
visualization through artificial intelligence, data analysis, and machine learning algorithms.
Jiang et al. (2021) reviewed the applications of DT in the civil engineering sector characterized
by (1) using virtual representations to express the physical counterpart, (2) requiring data
transfer from the physical object to the virtual part, (3) the virtual part can control the physical
counterpart, and (4) the DT must provide a specific service. Liu et al. (2021) clarified the
connotation of construction digital twin and noted that the applications of DT were still limited
in the construction sector.
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This study attempts to propose a digital twin-driven deformation monitoring system (DTDMS)
to solve delayed monitoring information and ineffective analysis of the overall safety situation
of a deep foundation pit. The DTDMS makes use of the Internet of Things (l10T) and Building
Information Modeling (BIM) technologies, and can provide a real-time, accurate, and
visualized approach for rapid deformation monitoring and safety evaluation of deep foundation
pit. A real-life underground construction project is used to illustrate the feasibility of the
DTDMS.

The remainder of this paper was structured as follows. The next section briefly reviews
published literature with a focus on how DT has been used in the construction sector. The third
section shows the system framework of the DTDMS. The fourth section demonstrates the
applications of the DTDMS through a case study, and the last section concludes this study.

2. Related work

As the construction sector is gradually entering the digital age, digital technologies have been
widely used in all stages of a construction project (Chen et al., 2015; Turner et al., 2020). Facing
the serious problems of deformation monitoring during deep foundation pit excavation, Liu et
al. (2018) applied laser image recognition technology to monitor the horizontal displacement
of deep foundation pit. Wu et al. (2021) used unmanned aerial vehicle (UVA) images to monitor
and reflect the safety situation of deep foundation pit. However, the safety management of deep
foundation pit excavation is much more than assessing a single type of displacement, but need
to deal with a huge amount of monitoring data and complex data types. Challenges remain in
the data analysis, and improvements in safety situation visualization and decision making are
still required (Dong et al., 2020). At present, the most popular digital technologies used in this
area include BIM (Wang et al., 2021), 1oT (Chuang et al., 2021), and artificial intelligence (Al)
(Tian et al., 2021).

The application of advanced digital technologies can solve some problems in deep foundation
pit monitoring, but there are still limitations if only applied one of them. For example, the
conventional 3D BIM — a static BIM — has many limitations that constrain its benefits to safety
management because using BIM alone lacks two-way information exchange between virtual
objects and their physical counterparts and cannot give real-time feedback on the actual safety
situation. To make the digital model accurately reflect the physical project, DT in construction
means a set of virtual information constructs that fully describes a potential or actual physical
construction entities from the micro atomic level to the macro geometrical level, including
physical components, virtual components, and the data that connects them (Grieves and Vickers,
2017). Compared with BIM that concentrates on a semantic rich representation of construction
objects, DT conveys a more holistic process-oriented characterization (Sacks, et al., 2020).

In terms of a building life cycle, the operation and maintenance stage has received much
attention for DT applications, followed by the construction stage (Jiang et al., 2021). Xie et al.
(2020) established a dynamic DT platform in the Institute for Manufacturing building of the
University of Cambridge, which can detect environmental anomalies and support operation and
maintenance. Greif et al. (2020) developed a digital twin of silos to optimize in-situ logistics.
Zhang et al. (2020) created the DT model of construction equipment to enable action
recognition. However, the application of DT in deformation monitoring of deep foundation pit
excavation is immature and still has some limitations. For example, Dong et al. (2020) proposed
a safety monitoring platform for deep foundation pit excavation that can visualize data
information, but the input of monitoring data is still done manually, which might cause high
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human error rates in measurement. Likewise, Fan et al. (2021) established a safety management
system to achieve automatic early warning, but failed to identify false alarms from various
sensor faults and false measurements. Furthermore, Tian et al. (2021) proposed an intelligent
early warning system, whose data sources come from both the monitoring system and manual
monitoring, but the information presented by the system is insufficient to support decision-
making. Thus, this study aims to propose an accurate and timely digital twin-driven deformation
monitoring of deep foundation pit excavation in order to support effective risk-preventing
decisions.

3. System framework

To alleviate risks to the construction workers and losses to the adjacent environment when a
severe deep foundation pit collapse occurs in underground engineering, a deformation
monitoring system is preferably provided for the on-site safety management decisions. Figure.
1 illustrates the overall framework of the DTDMS, which includes five key components. The
curved arrows in the diagram denote the direction of information flow and interaction between
two components.

1) Engineering entity, presenting the main structures of a deep foundation pit that will be
constructed during excavation.

2) Sensor network, which could measure the deformation continuously during deep foundation
pit excavation. The sensors should be installed before the commencement of excavation in order
to collect the on-site deformation data as much as possible.

3) Data collection component, which transmits real-time data from the physical sensor network
to the cloud data server.

4) Cloud data server and process component, which reads the data remotely transferred from
the sensor network and stores the data in a standard format. This component will use a series of
Al algorithms to generate decision-support information by mining the collected data.

5) Visual decision aid component, which could fetch the output of the Al algorithms and display
the nearly real-time deformation level to on-site managers in a user-friendly mode.

The remaining section will explain each component further.
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Figure 1: Overall Framework of the DTDMS.

3.1 Engineering entity

The DTDMS contains bidirectional data flow between the physical and digital parts. The
engineering entity, or the physical part, for constructing a deep foundation pit mainly involves
envelope structures and bracing systems. The envelope structures are commonly composed of
diaphragm walls and top beams, and the bracing systems generally contain reinforced concrete
struts, steel struts, and pillars. In addition, surrounding soil and groundwater, which have a
significant impact on the structure stability, are often considered as the integration of deep
foundation pit engineering. Deformations of the aforementioned elements during excavation
might cause significant safety accidents.

3.2 Sensor network

As presented in Figure 1, a deep foundation pit perceiving network has five types of sensing
devices: levelling instruments, rebar stress meters, axial force meters, inclinometers, and
fluviographs. These sensing devices can automatically collect data associated with deformation
and thus replace the error-prone manual measurement. A levelling instrument is used to monitor
the vertical displacement of the surrounding ground, top beams, and pillars. A rebar stress meter
is used to observe the stress fluctuation of reinforced concrete struts, while an axial force meter
can monitor the stress corrosion of steel struts. The horizontal displacement of diaphragm walls
is measured by inclinometers in order to identify the lateral pressure of the soil on the deep
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foundation pit. Meanwhile, considering the risk of groundwater surge, a fluviograph is also
required to measure the groundwater level in a real-time manner.

All the sensors should be installed at the appropriate locations of the monitored object to ensure
that they are not interfered by construction activities. The optimal distance between sensors
should be determined according to existing standards and construction plans.

3.3 Data collection component

The DTDMS relies on the data collection component to transfer the monitoring data from the
physical deep foundation pit excavation to the cloud data server for further data process. Both
cables or wireless communication networks have been used for data collection in construction,
but excessive wiring network might interrupt the construction activities. Therefore, a wireless
connection becomes a preferable choice. The selection of public wireless networks (i.e., GPRS,
3G, 4G) or private WiFi depends on many external and internal factors such as the signal
strength on the construction site. With the fast development of communication technologies,
the 5G network will become available to better respond in almost real-time to dynamic changes
in local deformation of deep foundation pit excavation and connect an extensive number of
sensors. In addition, note that deploying a large number of sensors would make it tricky to
uphold the system, and the service life of sensors would be significantly reduced if the data
collection frequency is set unnecessarily high. Thus, the data collection frequency in a
magnitude of one hour is adopted by the DTDMS.

3.4 Cloud data server and process component

The collected data is stored in a cloud data server for remote access. The cloud data server can
be managed by an off-site safety office, and the data in the database is organized by Database
Management System like MySQL in multiple tables connecting each other according to their
relationships. Due to the lack of data standards related to various sensor information, a clear
database structure is required before filling data in. The DTDMS creates a major database
containing three tables: a measurement table to store deformation data measured by each sensor
in each column; a processing table to be filled with processed data output from Al algorithms;
a cyber scene table to store the 3D models and relevant elements of a deep foundation pit in
practice. A Python program with an application programming interface (API), is installed on
the server to connect, query, and write to the database.

Affected by strong vibrations caused by heavy equipment and other interferences from
surrounding construction activities, the deformation monitoring data from sensors would
change with large fluctuations and cause false alarms during deep foundation pit excavation. In
order to reduce the time delay and workload of manually eliminating outliers, an important
feature of this layer is to use the extended isolated forest (EIF) algorithms to automatically
check abnormal values of monitoring data. Compared with other traditional outlier detection
methods, the results of EIF are more reliable and robust anomaly scores, and more accurate
detection can be achieved without sacrificing computational efficiency (Hariri et al., 2021).
Such a data process strategy can ultimately reduce false alarms to a large extent.

3.5 Visual decision aid component

As highlighted by Brilakis et al. (2019), BIM provides a suitable basis for holding various types
of data along with the construction progress, closing the information loop as demanded by the
digital twin concept. Therefore, in the visual decision aid component, BIM is used to visualize
structural deformations containing vertical and horizontal displacement and generate warnings
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for safety management. Specifically, the component adopts the colour display of monitoring
points in the BIM model, and the monitoring point family links the monitoring data curve in
that model. At the same time, through the 4D function of the BIM technology, dramatic changes
in deformation data of a deep foundation pit can be automatically identified. With the help of
the DTDMS, on-site managers can intuitively understand the dynamic deformation situation
and safety status of the deep foundation pit, and corresponding measures can be taken in order
to avoid any potential collapse.

4. Case Study

4.1 General description of the project

The Lianghu tunnelling construction located in Wuhan, China is currently one of the largest
urban underwater double-layer road tunnels in the world. Its length is about 19 kilometres,
passing through the East Lake, the South Lake, and many existing subway lines, viaducts, and
buildings. This study selects a 160 m (length) %28.3 m (width) % (22-28.76) m (depth) cuboid-
like deep foundation pit as the case to demonstrate the functionality of the DTDMS (see Figure
2). The retaining structure consists of a cast in situ diaphragm wall with a thickness of 1.2 m.
The depth of the diaphragm wall is 20.65 m. During the excavation to a depth of 17.2 m, the
retaining walls are supported at the top by beams and in depth by four levels of temporary
reinforced concrete struts and steel struts. This deep foundation pit is surrounded on the east
side by residential buildings, on the west side by the Hubei Museum, and on the south side by
the East Lake Scenic Area of Wuhan. The complexity of the surrounding environment
emphasizes the demand for improved deformation monitoring and safety evaluation.

: ; ' |
] |

Figure 2: The Selected Deep Foundation Pit for Case Study.

4.2 Data monitoring and analysis

In this case study, the top beam settlement is one of the most important indicators to evaluate
the vertical deformation of the deep foundation pit. Sensing devices were installed on the
outside of top beams, as presented in Figure 3a. Figure 3b shows a solar-powered data integrator
colleting the monitoring data of all sensors. Figure 3c presents a data transmitting device to
transfer the monitoring data to the cloud data server.
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AN

(a) Sensors (b) Data integrator (c) Data transmitter
Figure 3: Data Monitoring Devices Installed on the Construction Site.

After receiving the monitoring data, the cloud data server applies the EIF algorithms, mentioned
in Section 3.4, to conduct anomaly detection in order to prevent false alarms. Take the dataset
collected in December 2021 as an example, Figure 4 shows the anomaly detecting results output.
Figure 4a depicts a scatter plot of the original dataset and Figure 4b presents the anomaly score
map obtained using the EIF. We sample points uniformly within the range of the plot and assign
scores to those points based on the trees created for the forest. Then, it can be clearly seen that
the points in the centre get the lowest anomaly score, and the score values increase as moving
radially outward. Figure 3c presents the 9 anomalies coloured in black in 237 data, of which 3
anomalies raised false alarms.
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Figure 4: Anomaly Detection by EIF Algorithms.

4.3 3D interactive model

The visual user interface for decision support is shown in Figure 5. The BIM model of the
presented deep foundation pit was developed in Autodesk Revit, and digital representations of
the deformation sensors were also integrated into the model. Once the BIM model acquires a
monitoring value from the cloud data server, it will compare the value with the alarm thresholds
and display hierarchical colours at the corresponding monitoring location of the structural
elements. For example, the red colour represents a Class | hazardous area, indicating that there
is an obvious deformation and thus a high probability of a collapse accident. Additionally, a
plan view of all real-time data monitoring points of the deep foundation pit is presented
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underneath the BIM model. The historical information and statistical analysis of a certain
monitoring point will be shown in the user interface after clicking individual points. Based on
this 3D interactive model, the on-site managers can be informed regarding the real-time
monitored conditions, and then will establish a feasible safety management plan for the deep
foundation pit.
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Figure 5: Visual User Interface for Decision Support.

5. Conclusion

This paper introduced the application of DT to support deformation monitoring during deep
foundation pit excavation. A DT-driven deformation monitoring system with five
interconnected components was designed. The DTDMS takes advantage of BIM, loT, and Al
technologies, and can integrate multiple data resources under a unified data structure and
provide more confident safety warning. The DTDMS was applied to a deep foundation pit of
Lianghu tunnelling construction to demonstrate its feasibility. The key benefits of the DTDMS
were found to be: real-time and efficient query of relevant data, integrated capabilities of data
processing and interpretation, user-friendly interface for safety warning of deep foundation pit
excavation.

Future work will be conducted to further expand the capabilities of the DTDMS by integrating
various types of simulation and prediction models into the system. This will help to understand
the deformation trend in advance. In addition, a quantitative assessment of the efficiency and
robustness of the DTDMS involved with experienced construction engineers should be made
in order to ensure that the DTDMS suits in other deep foundation pit excavation scenarios.
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Abstract. Structural health monitoring (SHM) has been witnessing the transition from cable-based
systems to wireless systems, owing to the reduced installation costs and efforts of wireless sensor
nodes. However, reliable information on civil infrastructure requires dense arrays of wireless sensor
nodes, which may nullify the merits of wireless SHM. This paper proposes a mobile SHM system,
comprising maneuverable quadruped robots equipped with sensors for collecting, processing, and
analyzing structural response data. The mobile SHM system is validated through field tests on a
pedestrian bridge, proving that a minimum deployment of quadruped robots yields the same
structural information as an array of wireless sensor nodes. Furthermore, the tests results are
compared to results obtained from a benchmark SHM system, showcasing the accuracy of the
mobile SHM system. The proposed mobile SHM system marks an advance towards employing fully
autonomous robotic fleets for SHM in lieu of stationary wireless sensor nodes.

1. Introduction

In the wake of climate change, discussions on the exposure of critical infrastructure have been
growing vivid around the globe, especially following catastrophic incidents of structural
failures, such as the collapse of Morandi Bridge in Genoa, Italy (Rania et al., 2019). The
importance of timely structural maintenance has been brought to the forefront, considering the
large investments made in infrastructure (Zachariadis, 2018). In recent years, timely
interventions in repairing and retrofitting aging and degrading infrastructure have been
significantly aided by structural health monitoring (SHM), which traditionally has been applied
via cable-based sensor networks for collecting and analyzing structural response data (Farrar
and Worden, 2007). Moreover, in the last two decades, the developments in wireless
communication technologies have been driving the transition from traditional cable-based SHM
systems to wireless SHM systems (Lynch and Loh, 2006). Tethered sensor nodes have been
replaced by wireless sensor nodes, which are easy to install and cost-efficient (typically
employing low-cost sensors). In addition, the elimination of cables significantly adds to the
cost-efficiency as well as to the scalability of wireless sensor networks, while offering
convenient alternatives to cable-based SHM systems in case of aesthetic constraints when
instrumenting structures (Smarsly and Petryna, 2014).

Notwithstanding the benefits of wireless SHM, extracting reliable information on critical
infrastructure usually requires spatially dense arrays of wireless sensor nodes, thus entailing the
risk of nullifying the cost-efficiency merits of wireless sensor nodes. Alternatives suggesting
SHM approaches with mobile wireless sensor nodes have been introduced (Zhu et al., 2010),
albeit having received scarce attention. Mobile wireless sensor nodes essentially behave as
miniature robots capable of navigating and scanning large areas of civil infrastructure for
collecting structural response data of high spatial density (Rubio et al., 2019). Furthermore,
utilizing wireless communication, mobile wireless sensor nodes form ad-hoc wireless networks
for exchanging information to collaboratively analyze structural conditions. As a result, mobile
SHM systems exhibit the potential to overcome limitations of wireless SHM systems with
stationary wireless sensor nodes (Smarsly, et al., 2022). In this direction, this paper introduces
a mobile SHM system comprising legged robots. Representing a step towards enhancing
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previously proposed mobile SHM systems based on wheeled robots, the mobile SHM system
presented herein leverages the agility of legged robots, which are capable of maneuvering and
traversing locations with impediments, such as stiffener beams and secondary structures,
frequently seen in civil infrastructure (Biswal and Mohanty, 2021). Specifically, a mobile SHM
approach based on quadruped robots is proposed, which, compared to other types of legged
robots, are ideal in terms of stability and efficiency. Maintaining levels of intelligence similar
to stationary wireless SHM systems, the quadruped robots of the mobile SHM system are
equipped with (i) peripherals, i.e. cameras for navigation and accelerometers for collecting
acceleration response data and (ii) microcontrollers for embedding algorithms to analyze the
acceleration response data. The idea behind the proposed mobile SHM system is to extract the
same level of information on the structural condition with a minimal deployment of quadruped
robots as with a dense array of wireless sensor nodes.

The remainder of the paper is organized as follows: Section 2 describes the design and
implementation of the mobile SHM system in terms of hardware and software, followed by
validation tests conducted at a pedestrian overpass bridge in Thessaloniki, Greece, which are
presented in Section 3. The paper ends with a summary and conclusions as well as with a brief
outlook on potential future research directions.

2. Design and implementation of a mobile SHM system based on quadruped robots

System identification strategies in traditional cable-based SHM typically have been limited by
instrumentation sparsity. In particular, due to the cost of sensors and cabling as well as to the
physical labor of installation, structural response data, from which information on structural
conditions is extracted, has been collected from only a few locations. Instrumentation sparsity
in system identification has been challenging to engineering practitioners, who have
traditionally been accustomed to elaborate numerical representations of structures, used in
structural design, which are able to capture detailed structural responses. System identification
represents an inverse problem to structural design, and instrumentation sparsity renders this
problem ill-posed.

While wireless SHM has been serving as an attractive solution in terms of cost and installation,
the spatial density of wireless sensor nodes required for overcoming instrumentation sparsity
may still be prohibitive from a budgetary perspective. As a result, wireless SHM stands to
benefit from the proposed mobile SHM system, which integrates robotics into SHM strategies.
Specifically, a minimal deployment of quadruped robots, substituting dense arrays of stationary
wireless sensor nodes, could efficiently scan large areas of civil infrastructure, thus fulfilling
the need for spatial density of structural response data. Moreover, the maneuverability
capabilities of quadruped robots allow navigating areas that may be hard to reach physically or
via wheeled robots. Finally, as will be shown in this paper, the mobile SHM system is capable
of yielding information on structural conditions comparable to information obtained from a
SHM system with cable-based sensors.

Drawing from the state of the art in SHM, system identification builds upon statistical
processing of structural response data performed in a fully data-driven manner. System
identification usually takes the form of operational modal analysis (OMA), in which vibration
mode shapes are estimated from correlations between acceleration response data collected from
different locations. In other words, an output-only method for extracting the mode shapes is
applied in this study, which does not require to generate mechanical impulses or other strategies
to induce vibration, which would fall into the category of experimental modal analysis.
Consequently, conducting an OMA-based SHM strategy with the proposed mobile SHM
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system requires a minimal deployment of two quadruped robots equipped with accelerometers
for collecting acceleration response data simultaneously. Furthermore, the quadruped robots
form an intrinsically distributed SHM system, in which the processing power of the robots is
leveraged to embed most tasks of the OMA-based SHM strategy, including
(1) navigating across large areas of monitored structures, (ii) communicating wirelessly for
exchanging information with other robots and with computer systems, and (iii) collecting,
processing, and analyzing acceleration response data. The hardware and software
implementation of the mobile SHM system are described below.

2.1 Hardware design and implementation

The quadruped robots used for the mobile SHM system are of type “mini intelligent
documentation gadgets” (mIDOGs). The mIDOGs offer advanced maneuverability capabilities
with multi-degree-of-freedom locomotion, as well as on-board intelligence, allowing attaching
sensors for collecting acceleration response data and embedding algorithms for performing
SHM tasks. The hardware implemented for operating the mIDOGs within the framework of the
OMA-based SHM strategy is built around a Petoi Bittle system (Petoi, Inc., 2021) and
encompasses:

(i)  The robot component, which enables the multi-degree-of-freedom locomotion,

(11)) The dual-board processing component, which includes an Arduino board dedicated to
locomotion in cooperation with the robot component as well as a Raspberry Pi board
that allows embedding algorithms for controlling sensors and analyzing acceleration
response data, and

(i11)) The sensing component, which allows attaching sensors as peripherals; in this paper,
an Analog Devices ADXL355 accelerometer and a Raspberry Pi v1.3 camera with an
OmniVision OV5647 image sensor are attached to the sensing component (Analog
Devices, 2010; Raspberry Pi Trading Ltd., 2021; OmniVision Technologies, Inc.,
2009).

As mentioned previously, the OMA-based SHM strategy is designed around three SHM tasks,
(1) navigation, (ii)) communication, and (iii) data processing and analysis, which are allocated
to the hardware components of a group of mIDOGs. The allocation of the SHM tasks is depicted
in Figure 1.

As can be seen from Figure 1, navigation requires the cooperation of all hardware components
of the mIDOGs. In particular, the robot component manages the motion of the mIDOG across
all measurement points, the sensing component allows the mIDOG to identify measurement
points (pinpointed with markers) via image recognition, and the processing component
confirms that a measurement point has been reached using position data obtained from the
sensing component. Once all mIDOGs have reached measurement points, communication is
established among the mIDOGs, via the processing component, for confirming the status of the
mIDOGs and for synchronizing internal clocks. Following the status confirmation, the mIDOGs
use the robot components to assume measuring postures. Finally, the mIDOGs perform data
processing and analysis, which is a task that also involves all three hardware components.
Specifically, upon reaching a measurement point and assuming measuring posture, each
mIDOG uses the robot component to attach the accelerometer to the surface of the monitored
structure. For the execution of the SHM tasks, dedicated software modules are developed and
embedded into the microcontrollers of the mIDOGs, which are described in the next subsection.
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Figure 1: Flow diagram of the SHM tasks executed by the mIDOGs, divided into navigation,
communication, and data processing and analysis.

2.2 Software design and implementation

The following discussion provides an overview of the embedded software modules designed
and implemented in the mobile SHM system. The design rationale of the software modules
follows the task allocation of the OMA-based SHM strategy to the hardware components. In
this context, each SHM task is executed by a dedicated software module, i.e. the navigation
module, the communication module and the data processing and analysis module, whose main
classes and interfaces are shown in Figure 2. As an exception, a sensing module, which manages
the accelerometer and the camera, is used as a standalone software module.

Navigation is managed by the navigation module. A single class, termed Navigation-
Processor, defines motion parameters and inflicts motion on the robot component using
processes encapsulated into two interfaces, designated as Locomotor and Locator. The
encapsulation allows for modularity in the selection of classes for path detection. The classes
used herein for path detection, implementing the Locomotor and Locator interfaces, are the
PathDetectionLocomotor class and the PathDetectionLocator class, respectively. For
retrieving position data with respect to the longitudinal axis of the mIDOG, which is used as
reference, the PathDetectionLocator class uses images collected by the sensing
component to follow a path using embedded image recognition. Based on the position data, the
PathDetectionLocomotor class determines the motion parameters to reach the target, i.e. a
measurement point. The motion parameters are forwarded to the ProcessManager class,
which is also part of the navigation module, and, subsequently, to the CommunicatonManager
class (of the communication module), which eventually passes the motion parameters to the
Arduino class, interfaced with the Arduino microcontroller and the robot component.
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Figure 2: Embedded software modules, designed for the mobile SHM approach.

The communication task is executed by the communication module. The module is
implemented based on sockets using the Transmission Control Protocol (TCP), which is
reliable, as it ensures, through its acknowledgment mechanism, that no data gets lost and that
all data received will be identical and in the same order as the data being sent. The module
consists of three main classes, the Socket class, the CommunicationManager class, and the
Arduino class. The socket class is used for initializing wireless communication channels
among mIDOGs, following the machine-to-machine communication paradigm. The majority
of communication activities is managed by the CommunicationManager class, including
utilization of wireless communication channels created by the Socket class for establishing
ad-hoc wireless networks between mIDOGs and forwarding motion parameters to the Arduino
class. The wversatility of the ad-hoc wireless networks is ensured by the
CommunicationManager class, which allows each mIDOG to establish a wireless network
as a server and enable other mIDOGs to connect to its network as clients. In other words, the
CommunicationManager class of each mIDOG is capable of recognizing if an instance of the
CommunicationManager class of another mIDOG exists and functions as server, so as to
connect as a client to the respective wireless network. The Arduino class, as mentioned
previously, leverages the locomotion module of the Arduino microcontroller, which is used to
inflict motion on the mIDOG via the robot component. Last, but not least, the
CommunicationManager class is devised to manage the internal communication between
distinct modules, such as the sensing module and the navigation module.

The last task of the OMA-based SHM strategy is executed by the data processing and analysis
module. The DataProcessor class is responsible for retrieving the acceleration response data
collected by the accelerometer through the ProcessManager class of the navigation module.
The acceleration response data is forwarded from the SensingManager class of the sensing
module to the CommunicationManager class and, finally, to the ProcessManager class.
The Datastorage class performs persistent storage of the acceleration response data and
offers access to the data, and the DataAcquisition class manages data acquisition. Finally,
OMA -related activities are managed by the DataAnalysis class, which is responsible for
frequency-domain operations on the acceleration response data. More specifically, fast Fourier
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transform (FFT) is performed on the acceleration response data by the FFT class and peak
picking is applied to the FFT by the PeakPicking class. The mobile SHM system described
in this section is validated through field tests, which are presented in the next section.

3. Field validation tests at a pedestrian bridge

The mobile SHM system is validated through field tests conducted on a pedestrian bridge, as
shown in Figure 3. The validation tests serve to proof the capabilities of the mobile SHM system
(1) to provide spatially dense acceleration response data with a minimal deployment of
quadruped robots and (ii) to extract information on the structural condition of the same level as
a benchmark SHM system with cable-based sensors of higher precision than the accelerometers
attached to the mIDOGs. In what follows, the pedestrian bridge and the benchmark SHM
system are briefly described, the validation tests are presented, and the results are discussed.

3.1 Description of the pedestrian bridge and the benchmark SHM system

The pedestrian bridge is an overpass bridge located at Evosmos, Thessaloniki, Greece, servicing
pedestrian traffic over the Inner Ring Road of Thessaloniki. The bridge was built in 2016 and
its deck has a single span with a total length of 40.80 m and width of 5.35 m. The deck is made
of a steel trough filled with concrete and rests on two steel girders of square hollow sections
along its longitudinal edges. The girders are suspended from two skewed steel arches of the
same cross section as the girders via twisted strand steel cables and are supported on each end
of the bridge by cylindrical reinforced concrete columns. The girder-to-column connection is
achieved through bearings allowing partial fixity. In the transversal bending direction, the deck
is supported by 20 equidistant steel beams. Lateral support is provided by 10 x-braces, which
are fixed to the steel beams.

Figure 3. View of the pedestrian bridge in Evosmos, Thessaloniki, Greece.

Specifically for the field validation tests conducted in this study, the bridge is instrumented with
a benchmark SHM system consisting of 7 uniaxial accelerometers, placed along the middle line
of the deck, as shown in Figure 4, to enable capturing translational vibration mode shapes. The
accelerometers measure in the vertical (z) direction and are connected to a single data
acquisition unit. The accelerometers of the benchmark SHM system are of type Syscom
MS2002+, measuring at a range of =2 g with a sensitivity of 1 V/g and at a sampling frequency
of 400 Hz (Syscom, 2015).
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3.2 Validation tests and results

The purpose of the validation tests is to showcase the efficiency of the mobile SHM system in
obtaining the same level of information on the structural condition, in the form of vibration
mode shapes, as compared to the benchmark SHM system. To this end, a minimal deployment
of mIDOGs is selected to scan all measurement points of the benchmark SHM system. In
particular, the mIDOGs are assigned the following tasks:

(i)  Navigating the bridge deck by using its image recognition capabilities to cover all
measurement points,

(i)  Collecting acceleration response data from all measurement points,

(i11)) Analyzing the acceleration response data to obtain Fourier values at modal peaks for
computing mode shapes.

Although the mIDOGs are capable of yielding acceleration response data of acceptable spatial
density through progressively navigating the measurement points, extracting mode shapes
requires synchronicity between acceleration response data from different locations. As a result,
at least two mIDOGs are required to collect acceleration response data simultaneously at
different measurement points. Furthermore, to extract mode shapes of the same level as the
benchmark SHM system, it is necessary to scan all measurement points in overlapping pairs,
the outcomes of which will be synthesized into global mode shapes. The comparison between
the mode shapes extracted by the mIDOGs to the respective mode shapes of the benchmark
SHM system will serve as a proof of accuracy of the proposed mobile SHM system.

S1 S2 S3 S4 S5 S6 S7

4.60

O Benchmark SHM system accelerometer
(= mIDOG measuring point) z x

Figure 4. Benchmark SHM system installed on the pedestrian bridge and mIDOG measuring points.

At the beginning of the validation tests, the two mIDOGs are placed at one end of the bridge,
serving as “deployment point”. The mIDOGs are tasked to navigate the bridge deck along a
black line, leveraging image data collected by the camera and identifying measuring points,
which are pinpointed by markers. The initial localization is given by the starting location and
direction on the line to be followed. Upon reaching the first pair of measurement points, the
mIDOGs use the communication modules to establish a wireless network with the first mIDOG
functioning as a server and the second mIDOG as a client. The server and the client exchange
messages to confirm the status and to synchronize the internal clocks. Synchronization is
achieved using traditional concepts in wireless sensor networks, i.e. through the exchange of
time-stamped messages. Next, the mIDOGs switch to a measuring posture and attach the
accelerometer to the surface of the deck, using the robot component. Figure 5 shows the walking
posture and the measuring posture of a mIDOG. Thereupon, each mIDOG uses its sensing
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component to collect acceleration response data. Once both mIDOGs have completed the
acquisition of acceleration response data, the server and the client exchange messages to
confirm completion of data acquisition and proceed with data processing and analysis to store
and analyze the acceleration response data.

For each pair of measuring points, the acceleration response data is transformed from the time
domain into the frequency domain via FFT, and the peaks corresponding to vibration modes
are selected. The Fourier values of the peaks (i.e. not all Fourier values) are wirelessly
transmitted to a centralized server, where local mode shapes are computed offline for the pair
of measurement points by applying the frequency domain decomposition method (Brincker and
Zhang, 2009). If the Fourier values at the peaks would not be sent to a centralized server, one
of the dogs would have to undertake this task, but it would function itself as a centralized “hub”,
which would entail unnecessary over-burdening of its processing unit. Then, the mIDOGs
proceed to the next pair of measurement points. After having navigated all measuring points,
the mIDOGs use the local mode shapes to synthesize the global mode shape with all measuring
points. The pairs of measurement points are listed in Table 1. The duration of data acquisition
for each pair is set equal to £ = 60 s and the sampling frequency is set equal to fs = 125 Hz.

Walking Measuring Arduino | | Raspberry Pi

Figure 5: Field of view, walking posture, and measuring posture of a mIDOG.

Table 1: Overview of the pairs of measurement points.

mIDOG 1 mIDOG 2
Setup Me;(s,lslil;?;?lent £ (Hz) 1(s) Me;(s)lslit;;:llllent fi(Hz) 1(s)
) Sl 125 60 s2 125 60
2 s2 125 60 $3 125 60
3 S3 125 60 S4 125 60
4 S4 125 60 S5 125 60
5 S5 125 60 S6 125 60
7 S6 125 60 S7 125 60

Six mode shapes are synthesized from the outcomes of the mobile SHM system and are plotted
in Figure 6, next to the mode shapes computed from the benchmark SHM system for
comparison purposes. To quantify the similarity between the mode shapes, the modal assurance
criterion (MAC) is employed, which is a well-established measure of similarity between vectors
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(Allemang, 2003). Indicated by MAC values shown in Figure 7, it is evident that the majority
of mode shapes extracted with the mobile SHM system and the mode shapes computed with
the benchmark SHM system exhibit high similarity. The similarity serves as proof that the
mobile SHM system proposed in this paper is capable of yielding information on the structural
condition with accuracy comparable to a traditional cable-based SHM system. Moreover, the
minimal deployment of quadruped robots has not compromised the spatial density of the SHM
outcomes. Rather, the agility of the quadruped robots has enabled efficient scanning of all
measuring points, thus eliminating the labor and cost of extensive installations. The results of
this study clearly demonstrate that quadruped robots can be efficiently used for SHM in lieu of
traditional cable-based SHM systems as well as of stationary wireless SHM systems.

Mode 1 /=40Hz Mode 2 f=53Hz Mode 3 f=74Hz
Mode 4 f=126Hz Mode 5 f=16.1Hz Mode 6 f=192Hz

— Benchmark SHM system

—— Mobile SHM system

Figure 6: Mode shapes from the mobile SHM system (L) and from the benchmark SHM system (R).
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Figure 7: MAC matrix computed from the results of the validation tests.
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4. Summary and conclusions

Wireless sensor networks offer promising opportunities towards enhanced flexibility and
scalability, as compared to cable-based SHM systems. However, wireless sensor nodes are
installed at fixed locations and, causing high installation costs, need to be employed at high
density to reliably monitor large infrastructure. This study has proposed legged robots for
wireless SHM of civil infrastructure, leveraging advantages regarding cost-efficiency and
maneuverability. The legged robots implemented herein are equipped with sensors to collect
acceleration data relevant to SHM of civil infrastructure, with cameras for navigation, and with
embedded algorithms, facilitating autonomous data processing, analysis, and communication.
The accuracy of the legged robots has been validated on a pedestrian bridge by comparing the
outcomes of an operational modal analysis SHM strategy (conducted by the robots) with the
respective outcomes achieved from a dense array of cable-based sensors (implemented as a
benchmark SHM system). The results confirm that the legged robots, as compared to stationary
wireless sensor nodes, require a smaller number of nodes to achieve the same information on
the structural condition, entailing more cost-efficient SHM. As compared to wheeled robots,
the legged robots offer better maneuverability, as critical parts of civil infrastructure may be
hard to reach by wheeled robots. Future work may include further steps towards fully
autonomous SHM based on robotic fleets, which requires autonomous capabilities regarding
localization and communication, representing upcoming research endeavors.
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Abstract. A bridge digital twin (DT) is expected to be updated in near real time during inspection
and monitoring but is usually subject to massive heterogeneous data and communication constraints.
This work proposes an efficient framework for a bridge DT with decreased communication
complexity to achieve updates synchronously and provide feedback to the physical bridge in time.
The integrated edge computing and non-cellular long-distance wireless communication enable DT
resilience when cloud servers become unresponsive due to the loss of internet connection. This
framework is validated by different scenarios for DTs in support of bridge inspection and
monitoring. It is demonstrated that the framework can enable dynamic interaction between on-site
inspection and online bridge DT during the survey as well as knowledge transfer among different
sectors in time. It can also support local decision-making on a single bridge as well as regional
dynamic coordination for multiple bridges without cloud-server involvement.

1. Introduction

Bridges serve a critical role in transport systems, and their failure will result in traffic disruption,
economic loss, and even severe casualties. According to the ASCE report in 2021, 6154 or 7.5%
of the nation’s bridges are considered structurally deficient in the US, and unfortunately 178
million trips are taken across these bridges every day (ASCE, 2021). Therefore, regular
inspections and effective monitoring of bridges are mandatory in many countries. A bridge
digital twin (DT) is a promising tool for bridge management and predictive maintenance (PdM),
which is expected to be updated in near real time as new data is collected, as well as provide
feedback to the physical bridge for assessment and prediction in time (Ye et al., 2019). For
example, bridge DTs can release early warnings (load restriction, closure, etc.) for bridge
capability based on real-time simulation, can provide dynamic responses based on monitoring
and prediction with real-time data, and can enhance the efficiency of collaboration among
different stakeholders. However, data transmission in real time (or near real time) has not been
well addressed under situations with massive heterogeneous data and various communication
constraints (low data rates, small payload size, limited duty cycle, etc.), especially for the
bridges in remote areas without a stable cellular network. Moreover, the cloud-based DT
services will become unavailable when the cloud server is unresponsive, e.g., the internet
connection is lost. This brings in potential risks for both physical bridges and people on the site
when an emergency has been predicted to take place.

This paper aims to propose an efficient and resilient framework for a bridge DT via edge
computing and non-cellular long-distance wireless communication to tackle the issues stated
above. In this framework, massive heterogeneous data generated from drone inspection and
real-time structural health monitoring (SHM) are interpreted into the information required for
relevant DT services (e.g., visualization, structural analysis, prediction) in reduced forms (e.g.,
semantic information, geometric coordinates, binary profiles), thus decreasing communication
complexity and cloud-processing burden significantly and achieving DT updates in near real
time. Then by fusing the transmitted information with multi-source data, information and
knowledge (e.g., life-cycle information, inventory, traffic, weather), the DT can provide holistic
feedback (e.g., early warnings, inspection advice, optimized maintenance planning) to the
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physical bridge in time based on Al and big-data analysis. Hence, this framework can enable
dynamic interaction between on-site inspection and online bridge DT services, information
exchange across different stakeholders, as well as knowledge transfer among different sectors,
e.g., the knowledge gap between local inspectors and remote structural specialists (or drone
inspection suppliers and bridge maintenance contractors). In terms of resilience, this framework
can support local decision-making on a single bridge based on SHM, e.g., load restriction, as
well as regional dynamic coordination for multiple bridges through non-cellular long-distance
wireless communication without cloud-server involvement, e.g., decentralized dynamic
evacuation.

This framework is validated with different scenarios for DTs in support of bridge inspection
and monitoring. It is demonstrated that the framework can enable effective updating and
feedback between a physical bridge and its DT in near real time. The framework is suitable for
long-distance wireless communication with low data rates (e.g., LoRa), and exhibits fault
tolerance by operating autonomously at a local and regional level when the cloud server is
unresponsive due to the loss of internet connection.

2. Related Work

2.1 Bridge Digital Twin

A bridge DT is defined as a virtual representation of a physical bridge, which updates in near
real time as new data is collected, provides feedback to the physical bridge and performs ‘what-
if” scenarios for assessing asset risks and predicting asset performance (Ye et al., 2019). Bridge
DT models can be created by building information modelling (BIM), physics-based approach
(finite element modelling), data-driven approach (statistical modelling) and data-centric
engineering approach (hybrid modelling), with the key features, including digital replica
(geometry and others); data composition; bidirectional connection (update and feedback) in
near real time; the life-cycle span of a physical bridge; common data environment (CDE);
visualization; simulation; learning from real measurement data (Ye et al., 2019). Dang and
Shim et al (Dang et al., 2018) developed a bridge maintenance system based on digital-twin
models, including 3D geometry models and structural analysis models. The structural
monitoring data (strain, displacement, loading, etc.) and the environmental data (temperature,
wind, etc.) during operation are collected to provide essential information for bridge condition
assessment and prediction. Structure deterioration is linked to the elements of the bridge,
changing the structural parameters for analysis. Then, the bridge DT can be updated with each
inspection and online monitoring to support decision-making for bridge maintenance. Dang et
al. (Dang, Tatipamula and Nguyen, 2021) proposed a cloud-based DT framework (cDTSHM)
for real-time SHM and proactive maintenance of bridges, which was demonstrated via both
model and real bridges using deep learning for damage detection with high accuracy, but it
requires advanced communication such as 5G, which brings in high service costs (infrastructure
building, data charges, etc.) and is not suitable for bridges in remote areas without stable cellular
networks. Meanwhile, when cloud servers are unresponsive, e.g., the internet connection breaks
down, the cloud-based DT services such as early warnings will become unavailable. Moreover,
from the practitioners’ view in the UK, a major gap between academic research and industrial
practice towards applications of the digital twin supporting bridge O&M s the difficulty to
keep the bridge DT updated in routine practice (Ye etal., 2021).
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2.2 10T Wireless Communication

Although wired networks are generally faster than wireless, the latter enables monitoring of
remote bridges which used to be inaccessible by cables. The capability of different IoT wireless
communication technologies is indicated in Figure 1 (Mekki et al., 2019; Foubert and Mitton,
2020). Short-range wireless communication (e.g., WIFI, Zigbee) is suitable for data acquisition
on site. Commercial cellular networks work at a medium range with higher service costs such
as data charges. Meanwhile, with the rise of frequency bands, bandwidth and data rates increase,
while ratio wavelength and coverage range decrease, i.e., distance 3G > 4G > 5G. For long-
range wireless communication, NB-1oT and LTE-M rely on existing cellular networks, while
the others are non-cellular networks working on unlicensed ISM bands, which are suitable for
remote areas where cellular communication is not available. However, long-range wireless
communication technologies usually have limited data rates, e.g., NB-1oT (up to 158.5kbps),
LoRa (sub-GHz, up to 50kbps), as well as limited payload size and a constrained duty cycle,
e.g., LoRa has up to 250-byte payload size and 1% duty cycle. This results in the difficulty to
update the bridge DT synchronously with massive heterogeneous data through long-range
wireless communication.

Cellular —— Shortrange / Long-range

— — —  Cellular / Non-cellular

4G

Bluetooth

Data Rate

Cellular
BLE il
NFC/RFID 6LowPAN i
Zighee !

Short-range (0-100m)

Long-range (over 10 km)

Distance

Figure 1: Capability of loT wireless communication technologies (data rate vs distance).

2.3 Bridge Inspection and Monitoring

Drones are taken as a game-changer in bridge inspection, which can get less limited access as
well as better angles to the areas difficult or dangerous for people to reach. Drone inspection
for bridges is taken by payloads with fast data collection, e.g., thousands of points per hour for
photogrammetry, and millions of points per hour for Lidar. Many approaches have been
developed for drone inspection to detect surface deficiency automatically (e.g., cracking). Xu
et al. proposed an end-to-end crack detection model for bridges based on a convolutional neural
network (CNN), achieving a detection accuracy of 96.37% without pre-training (Xu et al.,
2019); Dorafshan et al. proposed an automatic crack identification and segmentation on a
concrete surface with Otsu’s thresholding and morphological operations (Dorafshan and Qi,
2016). Furthermore, Kim et al. developed a system for crack identification and measurement,
equipped with a pre-calibrated camera and an ultrasonic distance sensor to obtain crack images
and the distance from the camera to the target surface, achieving successful measurement for
the cracks (thicker than 0.1mm) with the maximum length estimation error of 7.3% (Kim et al.,
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2017). Moreover, drones can be located with geo-coordinates (latitude, longitude and height)
through differential positioning at centimetre-level accuracy (Bisnath, 2020), e.g., real-time
kinematic (RTK), post-processing kinematic (PPK).

Bridge SHM uses a sensor network attached to the bridge to acquire measurements in real time,
including structural response (acceleration, strain, displacement, inclination, etc.) and ambient
parameters (loading, temperature, wind, flood, etc.), and then employ data-driven approaches
to assess bridge structural integrity, e.g., damage detection, remaining-useful-life prediction.
The approaches can be indicator-based (e.g., natural frequencies, mode shapes) or direct use of
data in the time and/or frequency domain. Kim et al. proposed a damage indicator with the
vehicle-induced vibration from a set of multivariate autoregressive models in the case study of
the ADA bridge with different artificial damages (Kim et al., 2021). Neves et al. employed an
artificial neural network (ANN) with the train-induced acceleration data to identify the structure
health conditions of the KW51 railway bridge (Neves, Gonzalez and Karoumi, 2021). Sajedi
and Liang proposed a framework for structural damage diagnosis based on a fully convolutional
encoder-decoder architecture using the vibration signals from a grid sensor network, which can
localize damages and distinguish multiple damage mechanisms with reliable generalization
capacities (Sajedi and Liang, 2020).

3. Methodology

Drone inspection and real-time SHM have been accepted as effective approaches to indicate
structural defects before maintenance. Current drone inspection for bridges is usually project-
based and updated asynchronously, which heavily depends on the expertise of inspectors in
situ. Meanwhile, the huge amount of data from real-time SHM is also arduous for transmission,
especially when wireless networks are required. Although pre-processing (e.g., downsampling,
feature extraction) can decrease communication complexity to a degree, it will result in a loss
of high-frequency information, and local services will become unavailable when the cloud
server is unresponsive. Moreover, it is difficult to employ the approaches with direct use of data
on the cloud, e.g., deep learning, which requires massive data transferred to the cloud.
Advanced communication such as 5G/6G is supposed to solve these problems, but it also brings
in high infrastructure investment and service costs. Therefore, as communication time is
calculated with equation 1, instead of increasing transmission capability, if the massive
heterogeneous data can be interpreted into critical information in reduced forms via edge
computing, it can decrease communication complexity and cloud-processing burden
significantly. The derived transmittable information depends on domain knowledge and DT
services, e.g., damage mechanism, location and extent for structural assessment and prediction.
Many technologies can play a significant role in this procedure, e.g., machine learning,
knowledge representation, computer vision and SLAM (simultaneous localization and
mapping). Meanwhile, the information in transmission should be as precise as possible, such as
the damage profile, which means the loss before and during transmission should be minimized,
e.g., the compression loss. Then the derived information can be updated in the bridge DT in
near real time, and fused with multi-source data and information, e.g., life-cycle information,
inventory, traffic, as well as domain-specialist knowledge, such as maintenance knowledge
from similar bridges, to provide holistic feedback to the physical bridge in time.

Communication Time = Complexity/Bandwidth + Latency 1)

This strategy becomes available with the development of edge devices, e.g., MCU
(microcontroller unit), SBC (single-board computer), FPGA (field-programmable gate array),
as well as Al and deep learning development at the edge, such as edge Al and tinyML. The

168



29™ International Workshop on Intelligent Computing in Engineering (EG-ICE)

edge-based processing in the strategy does not only generate the required transmittable
information with low complexity but also supports decision-making locally and triggers
autonomous responses on the bridge site via the control system such as actuators. The
bidirectional data flow is shown in Figure 2. Furthermore, with non-cellular long-distance
wireless communication such as LoRa, the strategy can enable regional dynamic coordination
for multiple bridges (as well as other infrastructures such as tunnels) without cloud-server
involvement via data transmission between adjacent edge devices such as sensor nodes and
gateways. This is suitable for decentralized dynamic evacuation.

Raw Data

Sensors Models and Algorithms

Derived Information _'—1

Inference

.
o
L]

Response

Actuators Feedback

Decision Making

Figure 2: Proposed strategy and data flow for a bridge DT.

4. Framework Development

The framework is developed for a bridge DT in support of both drone-enabled inspection and
real-time SHM. It aims to use the derived information with low communication complexity
from edge computing to overcome communication constraints in bandwidth, achieving
synchronous updates in the bridge DT, as well as provide feedback to the physical bridge based
on DT services in near real time. In the drone inspection, defect detection, localization and
quantification can be taken on board or a control station and then transmitted in reduced forms
to gateways via long-distance communication. The detection of defects (e.g., cracking) can be
carried out by object detection such as YOLO. Defect quantification including dimensions,
areas, etc., can be taken based on semantic segmentation by image processing or deep learning
(e.g., DeepLab). An approach based on PPK is developed to provide defect localization in the
bridge coordinate system, as indicated in Figure 3 and equation 2. The coordinates can be
further linked to bridge elements based on geometric information. The crack direction (such as
latitudinal or longitudinal) can be determined by drone position and camera angle. Given
situations without stable GNSS signals, e.g., underneath a bridge, SLAM based on IMUs
(inertial measurement units), and cameras (or laser scanners) can help to improve accuracy.

z

Reference Point 5]

ore + Ydrone 1 Zdrone)

Figure 3: Defect localisation in the bridge coordinate system.
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Note: @1, @2 — base and drone latitude; A1, A2 — base and drone longitude; R is earth’s radius; Hagrone —
drone height; Hyase — top receiver height; hequip— equipment height.

In the real-time SHM, data collection to embedded systems on the site can be wired (e.g.,
fieldbus) or wireless (e.g., WIFI). Data transmission from embedded systems to gateways is
based on a long-distance wireless network such as NB-10T or LoRa. The algorithms and Al
models are deployed on embedded systems in the framework, which can also support local
decision-making. In addition, there is non-cellular long-distance wireless communication (e.g.,
LoRa) between adjacent gateways (or embedded systems), which can enable autonomous
coordination for multiple bridges. This non-cellular network is designed as a supplementary
approach to cloud-based communication, starting to work when the cloud server becomes
unavailable, e.g., the internet connection is lost. Then the interpreted information required for
DT services from both scenarios with low complexity can be transmitted via the internet to the
cloud server (MQTT broker) and published to the DT applications (MQTT client) through the
MQTT protocol, while the feedback based on DT services can be published to the broker and
transmitted to the physical bridge and local inspectors in time, as shown in Figure 4.

Scenario 1 -- Drone-enabled Inspection Scenario 2 -- Real-time Bridge Monitoring
Bridge 1 Bridge 1 Bridge n
Cameras, Laser Scanners, GNSS receiver... : Acceleometers, Strain gauges, FOS ... Acceleometers, Strain gauges, FOS ...
On Board Controller / Contrel Station : Embedded Systems — — Non-cellular Wireless- — - Embedded Systems
[ Defect Recognition, Localization, Severity, Profiles ... Damage Detection, Locations, Extent ... Damage Detection, Locations, Extent ...
Local Inspectors Actuators Actuators
........................... Longdistance Wireless i ._._.....'.-9.”‘.92‘?‘.?@."‘.":.".‘{‘?!9.55.....I......... eeiieiie.... longdigtance Wireless |
Instruction Instruction
| |
Feedback Gateway 1 T . Gateway n
+ ——Non-cellular Long-distance Wireless— — +

Internet

I

Cloud Server (MQTT Broker)

I

MQTT (publish/subscribe)

|

Database + = Digital-twin Application Server (MQTT Client)

Database

Figure 4: Proposed data transmission framework for a bridge DT.
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5. Framework Validation

Three scenarios for DTs in support of bridge inspection and monitoring are adopted for
framework validation: 1) drone-enabled crack inspection; 2) vibration-based damage detection;
3) decentralized dynamic evacuation. A LoRa module (embedded in Arduino MKR WAN
1310) is used for data transmitting (TX) and receiving (RX). The Things Network (TTN) is
used as the LoRaWAN network server and MQTT broker. The MQTT clients are created with
Eclipse Paho to publish/subscribe messages.

5.1 Scenario 1 — Drone-enabled Crack Inspection

During drone inspection, the images of potential deficiency areas of a bridge are taken by the
onboard camera. Here, the images are from the dataset created for automatic bridge crack
detection (Xu et al., 2019). A laptop is taken as the control station. Firstly, the crack image is
identified with a pre-trained CNN model with an accuracy of 96.05%. Then crack images are
segmented with Otsu’s thresholding and morphological operations. Moreover, the dimensions
(width and length) can be obtained with the spanned pixel number and pixel length
(predetermined before the inspection by distances from the camera to a target surface). The
crack location and direction can be determined by drone position, camera angle, and the
distance from the camera to the surface with the developed approach (as indicated in Figure 3
and equation 2). The crack coordinates can be linked to the bridge element based on geometric
information. Moreover, the extracted binary profile is suitable for lossless compression (e.g.,
PNG) with the run-length encoding (RLE) to minimize image bytes, as shown in Figure 5.
Compared to previous image transmission through LoRa (Pham, 2018), this method has less
communication complexity with a lossless profile for cracking.

t
|
|
|
|
|

Vs VS length
width :
|
|
|
¥
Original crack image Greyscale crack profile Greyscale crack profile Binary crack profile Binary crack profile
8876 bytes (JPEG) 3875 bytes (JPEG) 9719 bytes (PNG) 2199 bytes (JPEG) 326 bytes (PNG)

Figure 5: Crack profile segmentation and compression.
The derived defect information can be transmitted through LoRa and MQTT to a web-based
bridge DT application. Then the DT can provide feedback based on domain knowledge to local
inspectors in time, e.g., more in-depth inspection or even closure, as shown in Figure 6.
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Figure 6: Bridge DT in support of drone inspection with the proposed framework.
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5.2 Scenario 2 — Vibration-based Bridge Monitoring

The real-time vibration signals are collected in an embedded system on the bridge. Here, the
acceleration data is from a VBM project of the KM51 bridge (Maes and Lombaert, 2021)
generated by 6 uniaxial accelerometers before and after maintenance (damaged and healthy
conditions respectively). Raspberry Pi 4 (Model B, 8G RAM) is taken as the SBC of the
embedded system. The SVM models with statistical features (root mean square, shape factor,
kurtosis, skewness, peak, impulse factor, crest factor, clearance factor) and wavelet-packet
energy (at level-3 decomposition with sym4 wavelet) respectively are trained on the SBC for
pattern recognition, achieving the accuracy of 91.45% and 96.58%. A 1D-CNN with input data
(50176%6) from 6 accelerometers is trained on the Google Codelabs with the accuracy of
95.73% and deployed on the SBC. Therefore, both SVM with feature extraction and CNN with
direct use of data can make the inference for damage detection based on the embedded system,
thus supporting decision-making (such as load restriction) on the bridge site without cloud-
server intervention. Then the derived structural health information (e.g., healthy or damaged)
is transmitted to a web-based bridge DT application through LoRa and MQTT in near real time
(as shown in Figure 7). Moreover, with a grid sensor network and specific algorithms for
semantic damage segmentation (Sajedi and Liang, 2020), the derived information including
damage mechanisms, locations, extent, etc., can also be transferred to the bridge DT in the same
way. Finally, the feedback based on DT services (e.g., structural assessment and prediction)
can be provided to the physical bridge reversely in near real time.

I
Vibration Data —-l Al models | f —%\
I

—~
: ’ .\\ Healthy
Inf f—— — —MQTT——
" ellenoe THE THINGS
| I NETWORK
|
|

Actuators — Decision Making LoRa Gateway

Embedded System

Damaged

Figure 7: Bridge DT in support of VBM through the proposed framework.

5.3 Scenario 3 — Decentralized Dynamic Evacuation

When the cloud server becomes unresponsive, e.g., the internet connection is lost, the
framework will start autonomous coordination for multiple bridges based on a non-cellular
long-distance network in response to emergencies, e.g., dynamic evacuation. Here in
assumption, an area with 6 bridges is under the threat of flooding and the internet connection is
lost. The LoRa sensor node for flood monitoring on each bridge is supposed to be Class B or C
and activated by its adjacent LoRa gateway, which is built on a Raspberry Pi. Both gateways
have multiple channels, allowing sufficient opportunities to uplink and downlink messages, and
can also transmit data between each other through LoRa. The communication topology (left)
and bridge network (right) are shown in Figure 8. The dash lines represent the LoRa network;
the stars represent the gateways; the squares stand for the bridges; the full lines and the weights
are for roads and distances between bridges. People need to transfer from the flooding area (left
side of the dashed line) to the safety area (right side).
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Figure 7: Communication topology (left) and bridge network (right) diagrams for simulation

An open-source LoRa emulator (Al Homssi et al., 2021) is adopted here simulating TX and
RX. To simplify the simulation, there are only two bridge conditions (Y — open, N — closed).
The evacuation route is only updated as a gateway receives a message that a bridge becomes
unavailable (closed), and the affected weights become infinitely great. Therefore, when a bridge
iIs closed, the evacuation routes will be updated via edge computing on the gateways using the
Floyd algorithm without cloud-server involvement, and then the results (as shown in Table 1)
are downlinked to each node through LoRa.

Table 1. Evacuation routes updated for each node

Nodes Status / Shrotest Route and Distance Status / Shrotest Route and Distance

A Initial /A C B Sand 4 BNandEN/AFHSand 6.2

B Initial /B Sand 1 BNandEN/BDFH Sand 6.4

C Initial / C B Sand 2.5 BNandEN/CDFHSand6.2

D Initial /D B Sand 2.2 BNandEN/DFHSand5.2

E Initial / E Sand 1 BNandEN/EFH Sand 3.2

F Initial /F E Sand 2 BNandEN/FHSand 2.2

G Initial  GFESand4 BNandEN/GFHSand 4.2

H Initial /H S and 1 BNandEN/H Sand 1

6. Discussion and Conclusion

This work proposed an efficient and resilient digital-twin communication framework to support
smart bridge survey and maintenance. Thanks to decreased communication complexity, the
framework can update the bridge DT synchronously during drone inspection and real-time
SHM, as well as provide feedback based on DT services to the physical bridge in time. It enables
dynamic interaction between on-site inspection and online bridge DT, as well as knowledge
transfer among different sectors during the survey. The framework can support decision-
making locally for a single bridge as well as dynamic coordination for multiple bridges via a
non-cellular long-distance wireless network without cloud-server involvement. It has the
potential for automated drone-enabled bridge inspection in remote areas, which can be taken as
an alternative to in-person regular inspection. Furthermore, ultra-low-power MCUs (e.g.,
Arduinos, STM32 microcontrollers) with limited memory and optimised algorithms for tinyML
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are expected to be applied in this framework to provide bridge DTs with long-term performance
based on batteries under the situation without cable-based power supply.
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Abstract. Construction code compliance checking requires applying specific computer-
interpretable rules on datasets. A proposed solution is to represent IFC data as an RDF graph and
perform rule-checking using a rule engine. However, the generated graph has a complicated
structure since it follows the IFC data model. Consequently, the definition of compliance rules can
be challenging, and rules are sensitive to variations of input graphs structure. A methodology is
proposed to optimize graphs by giving them a predefined or "standardized" structure. A case study
shows that optimization allows the formulation of more straightforward and easier-to-write
compliance rules, applicable to all standardized graphs regardless of the initially used BIM authoring
tool. In addition, graph size is significantly reduced.

1. Introduction

Automated rule checking is the process by which software evaluates objects and properties of
a digital model against predefined rules (Eastman et al., 2009). In the context of automated code
compliance checking, formal computer-interpretable rules are used to validate that the design
meets the requirements of a construction standard (e.g., verify if a curved road segment has a
sufficient radius considering vehicle speed).

Such a process replaces the long and error-prone manual plan review (Eastman et al., 2009) and
optimizes projects in terms of construction time, quality and cost. The task can be handled by
a BIM authoring tool or dedicated software (Eastman et al., 2009).

Existing rule-based programs, such as Solibri Model Checker (Solibri, 2021), allow validating
models from various sources when data is communicated via an interoperable format. In the
AEC domain, the neutral model representation is conveyed by the Industry Foundation Classes
(IFC) (buildingSMART, 2021).

The downside of most commercial tools is that they hide checking routines from the user
(Burggrif et al., 2021). In addition, the development of custom rules may be limited (Beach et
al., 2015; Preidel and Borrmann, 2015). Since code compliance checking requires the system
to support multiple different and highly specific rulesets, more flexible solutions are needed.

A promising approach (Pauwels et al., 2011) is based on semantic web technologies. First, IFC
data is transformed into a knowledge graph. Second, rulesets are applied to it. In such a data
model, also called "RDF graph" (Resource Description Framework) (W3C, 2014), IFC entities,
as well as their properties and relationships (i.e., the business data) are expressed as statements
called "triples".

IFC-to-RDF (Pauwels, 2017) generates an RDF graph from an IFC-STEP Physical File (SPF).
As the service maps every entity to an [fcOWL class and every attribute to an IfcOWL property

(Pauwels and Van Deursen, 2012), the RDF graph follows the main structure of IFC (Pauwels
and Roxin, 2016).

However, IFC exports are heterogeneous, depending on the software used (Belsky et al., 2016).
As a consequence, no unique graph structure for a given model exists. This requires providing
software-specific compliance rulesets.
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In addition, output graphs carry information that is not needed for code compliance checking.
This applies particularly to some IfcResource elements and instances of IfcPropertyDefinition
and IfcRelationship that do not provide any semantic richness and even complicate access to
other relevant data (e.g., a single typed value). Inversely, the limitations of IFC exporters may
cause a loss of information required for checking, since they do not integrate program-specific
object properties.

Graph optimization, 1.e., cleaning (removing unnecessary data) and simplifying its structure to
transfer it into a targeted shape (standardized graph), will lead to an easier compliance rule
formulation, a better handling of differences in IFC exports, and finally, a maintainable code
checking system.

Solutions for graph simplification, such as selective information removal (Fahad et al., 2018;
Pauwels and Roxin, 2016) and the addition of straightforward constructs between data (Beach
et al., 2015; Bouzidi et al., 2012; de Farias et al., 2015; Pauwels et al., 2017, 2011; Zhang et al.,
2018) have been proposed.

This paper aims to develop and complete these principles and integrate them into a coherent
workflow, in the context of code compliance checking of IFC models based on a graph
representation of data.

2. Methodology

The methodology (Figure 1) has been developed in the context of code compliance checking
applied to road infrastructure projects. It combines a set of linked processes, identified by a
color code:

. : construction code analysis, leading to a structured representation of construction
and regulation vocabularies (ontology).

. : data graph analysis, where information to be added or removed is identified.
. . : definition of rulesets to optimize/standardize the data graph.

. : definition of rulesets to check data compliance with construction codes.

Applying the methodology involves four distinct competencies, represented in Figure 1:

1. BIM modeling and data flow management: create the model, configure the IFC export
to correspond to information requirements, initiate the IFC-STEP file conversion to
RDF graph, run the graph optimization process (based on optimization rules) and launch
the rule-checking process (based on compliance rules).

2. Domain knowledge: expertise in construction codes, design and execution of
construction. Ability to build a structured representation of domain-specific concepts
and formulate compliance rules in natural language.

3. Data science: proficiency in knowledge graph processing using semantic web
technologies and automated reasoning systems.

4. IFC: strong knowledge of the IFC schema (including the latest IFC 4.3 version) and
related MVDs.

177



29 International Workshop on Intelligent Computing in Engineering (EG-ICE)

Data science

N

Report

N

.

Definition of
compliance rules

__

Graph analysis
IFC

£

Ontology

Ontology definition

Domain knowledge

O

Concepts and
parameters

-

Natural language

Construction code

analysis

Optimization ruleset Compliance ruleset

BIM modeling

and data flow management

Standardized
graph

T

Conversion to RDF

Model preparation IFC export graph

Graph optimization Rule checking

Figure 1: Methodology for optimizing IFC-RDF graphs.

Combining the above-mentioned competencies allows to optimize the graph generated from the
initial BIM model. This results in a standardized graph specifically designed for compliance
rule checking (represented in pink in Figure 1).

2.1 Blue - Ontology definition

An ontology is a representation of concepts from a given domain, linked by relationships
(Martin et al., 2021). Construction code analysis aims to define a single ontology combining
domain and regulation concepts. An excerpt of such an ontology for road infrastructure projects
is shown in Figure 2.

Classes correspond to physical and virtual components of the building or infrastructure to be
modeled (e.g., road, road segment, carriageway, island, etc.). Data literals correspond to single
typed values (e.g., a string, an integer, a boolean, etc.). Object properties relate to object-to-
object relationships, while datatype properties assign data values to objects (W3C, 2012).

In this context, datatype properties relate to parameters with values constrained by construction
codes.
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For example, in the sentence "If the road is of type "A", then the design speed is 100 km/h.",
road type and design speed are implicit parameters related to a road concept.

All parameters concerned by code compliance checking are added to the ontology as datatype
properties, and the associated concepts are integrated as classes (Figure 2).

Classes and properties are labeled with an IRI (Internationalized Resource Identifier), which is
a unique sequence of characters. An IRI comprises a namespace prefix (e.g., "ont") and the
resource name, separated by a colon.

It is assumed that:
* A class IRI has the form ont:ClassName.
* An object property IRI has the form ont:objectPropertyName.
* A datatype property IRI has the form ont:datatypePropertyName.

As the ontology describes the desired structure of data after the optimization process, it is
strongly recommended to ensure that information present in IFC data can be mapped to defined
domain classes and properties. Ideally, defining the ontology is a joint effort of domain and IFC
experts (Figure 1).
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main

rdfsrange

ont:Road
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STRING ont:Road
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Figure 2: Excerpt of an ontology for road design.
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2.2 Orange - Graph analysis, identification of relevant and missing data

The RDF graph is generated from the IFC-SPF file (using IFC-to-RDF). Then, its structure and
content are analyzed.

The analysis aims to answer the following questions:

Which instances (nodes) and relationships (edges), often leading to cumbersome
constructs, should be removed from the graph to keep only what is needed for code
compliance checking? In other words, what information is outside the scope of the
ontology?

Conversely, which required information is missing and should be provided by other
means (e.g., deduced from data)?

Which constructs should be added so that the graph has the desired structure?

Finally, which approach to be employed?

Pauwels and Zhang (Pauwels and Zhang, 2015) presented SPARQL query engines and rule
engines with dedicated rule languages as solutions for code compliance checking. These
technologies are also suitable for graph optimization.

SPARQL (W3C, 2013) is a protocol and a language to query RDF data. SPARQL queries can
have different purposes: retrieving information, adding/removing statements, or constructing a
new graph. It supports conjunction, disjunction, negation, and aggregation through dedicated
functions.

A rule engine (or inference engine) is a tool that produces new information from facts (in this
case, all triple statements) and rules (conditional instructions). There are many different rule
engines and rule languages (Rattanasawad et al., 2013), which can be selected according to:

The inference method of the rule engine (iterative, forward chaining, backward
chaining, hybrid, etc.).

The expressiveness, extensibility, and functionality of the rule language.

The flexibility and openness of the related framework/environment.

2.3 Red - Optimization ruleset definition

Standardizing graph data implies six steps, each one applying different rules:

1.
2.

Map IFC instances to ontology classes (Figure 3, a).

Create direct constructs (links, object properties from the ontology) between instances
(Figure 3, b).

Create direct constructs (datatype properties from the ontology) between instances and
data typed literals (Figure 3, c).

Compute missing parameter values (e.g., the total length of the road) and integrate them
(as literals) into the graph with dedicated constructs (Figure 3, d) (optional).

Infer missing instances with their corresponding constructs (Figure 3, e) (optional).

Delete all undesired information (Figure 3, f) (optional).
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Figure 3: Operations to optimize and standardize IFC-RDF graphs.

Identification of correspondence between graph instances and ontology classes (Figure 3, a) is
based on:

* The IFC class of the instance: if O is an instance of Ifc(...), then O is an instance of C,
where C is a class from the ontology (e.g., IfcRoad — ch:Road).

* The type, property set, or classification associated with the instance (e.g., IfcRoadPart
instance has type "Road section" — ch:RoadSection).

Note that computing parameter values (Figure 3, d) may require specific functions that are not
supported by all rule languages. The solution for data processing must therefore be carefully
chosen.

3. Case study

The procedure presented in Figure 1 is applied to check the compliance of a road infrastructure
model with the construction code extract given in Figure 4. The data graph will be standardized
beforehand, following the methodology described in Section 2. Figure 2 shows the desired data
structure.
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Straight section length (m) Minimum radius (m)
For roads of type RGD and RP, a
<100 100
curve preceded by a straight
section shall have a minimum 100 < L = 500 200
radius as defined in Table 16.
> 500 300

Table 16. Minimum curve radius

Figure 4: Excerpt of a road design standard.

Concepts related to the excerpt above are "road", "straight section", and "curved section".
"Road" corresponds to ont:Road class (Figure 2). "Straight section" and "curved section" each
describe a geometrical component of the road's horizontal alignment and will be mapped to
ont:Line and ont:Curve classes, respectively. Required properties for the checking are "road
type" (ont:roadType), "straight section length" (ont:length), and "radius" (ont:radius) (Figure
2).

A road section, composed of straight segments and curves, is modeled in Autodesk Civil 3D.
The IFC model provides required geometric information such as segments length and radius.
Road type values are defined in custom property sets.

The model is exported in IFC 4.1 (since Civil 3D does not yet support release 4.3) and converted
with IFC-to-RDF. At this stage, the graph has about 690,000 triples (file size: 50.3 MB, Turtle
syntax).

Apache Jena is used to perform both tasks: optimization and compliance checking. Jena is an
"all-in-one" framework for processing RDF graphs, including a SPARQL query engine (Jena
ARQ) and a general-purpose rule engine with a dedicated rule language (The Apache Software
Foundation, 2021). Additional functions are implemented in the Jena rule language to enhance
its expressivity and make it more functional.

Graph analysis leads to the following conclusions:

* Only instances of the IfcAlignment class, combined with their associated property sets
and geometric information, contain data indicated as relevant by the ontology and have
to be preserved.

* Objectified relationships and other undesired information such as IfcPropertyDefinition
concepts, instances without semantics (I/fcBuildingElementProxy), and unnecessary
resources can be removed from the graph. This is not mandatory but recommended
when the graph is used exclusively for code compliance checking to improve its
readability and reduce data quantity.

* Direct constructs must be created, according to the ontology.

* Properties such as "flatness", which may be required for another checking, are missing
and should be computed from existing data.

Then, optimization rules (Jena rules and SPARQL CONSTRUCT queries) are formulated:

# Step 1l: Class mapping (Jena rules)

[optimization_01: (?i rdf:type ifc:IfcAlignment2DHorizontal) -> (?i rdf:type
ont :HorizontalAlignment) ]
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# Step 6: Undesired information removal (SPARQL CONSTRUCT query)
CONSTRUCT {?i ?3j 7k} WHERE
{
SELECT ?i ?3j ?k WHERE {
?i rdf:type ?type
FILTER (
?type = ont:Road ||

?type = ont:HorizontalAlignment ||

?2i 2?9 2k
}
GROUP BY ?2i 7?7 ?k
}

Once the rules were applied, the graph size dropped to about 4000 triples (file size: 0.3 MB).
Data representation has been modified to comply with the ontology. Compliance rules are
shorter and more intelligible since they are only composed of meaningful and straightforward
triple statements based on ontology's vocabulary:

# Checking compliance with Figure 4 (Jena rule)

[compliance_with_Figure_4: (?line rdf:type ont:Line), (?curve rdf:typeont:Curve), (
?alg rdf:type ont:HorizontalAlignment), (?road rdf:type ont:Road), (?line ont:partOf
?alg), (?line ont:next Z?curve), (?road ont:horizontalAlignment ?alg), (?line ont:le
ngth ?length), (?curve ont:radius ?radius), (?road ont:roadType ?type), filter (?type
= RGD|RP), check ((?length<=100&radius>100) |?1length=]100;500]&radius>200) |?length>50
O&radius>300), ?result) —-> print(?result) ]

—-—> PASS

Without optimization, the same rule (compliance_with_Figure_4) would have had a far more
complex and lengthy content and could not have been applied without a prior inference rule:

[prior_inference: (?algh ifc:segments_IfcAlignment2DHorizontal ?listl), (?listl 1lis
t:hasNext ?1list2) -> (?algh ifc:segments_IfcAlignment2DHorizontal ?1ist2) ]

# Checking compliance with Figure 4 (Jena rule)

[compliance_with_Figure_4: (?line rdf:type ifc:IfcLineSegment2D), (?hsegl ifc:curve
Geometry_TIfcAlignment2DHorizontalSegment ?line), (?listl list:hasContents ?hsegl),
(?1listl list:hasNext ?1ist2), (?list2 list:hasContents ?hs2), (?hseg2 ifc:curveGeom
etry_IfcAlignment2DHorizontalSegment ?curve), (?curve rdf:type ifc:IfcCircularArcSe
gment2D), (?algh ifc:segments_IfcAlignment2DHorizontal ?listl), (?algh ifc:segments
_IfcAlignment2DHorizontal ?list2), (?algc ifc:horizontal_ TIfcAlignmentCurve ?algh),
(?alg ifc:axis_TIfcLinearPositioningElement ?algc), (?alg rdf:type ifc:IfcAlignment)
, (?rdbp ifc:relatedObjects_IfcRelDefinesByProperties ?alg), (?rdbp ifc:relatingPro
pertyDefinition_IfcRelDefinesByProperties ?pset), (?pset ifc:name_IfcRoot ?labell),
(?labell express:hasString ?psetname), filter (psetname="Pset_Road"), (?pset ifc:has
Properties_IfcPropertySet ?prop), (?prop ifc:name_IfcProperty ?label2), (?label2 ex
press:hasString ?propname), filter (propname="roadType"), (?prop ifc:nominalValue_If
cPropertySingleValue ?label3), (?label3 express:hasString ?roadType), filter (roadTy
pe=RGD||RP), (?line ifc:segmentLength_TIfcCurveSegment2D ?posl), (?posl express:hasD
ouble ?length), (?curve ifc:radius_IfcCircularArcSegment2D ?pos2), (?pos2 express:h
asDouble ?radius), check ((?length<=100&radius>100) |?length=]1100;500]&radius>200) |?1
ength>500&radius>300), ?result) —-> print (?result) ]

—-—> PASS
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4. Conclusion and future work

Code compliance checking based on graphs is a promising approach since graph data structures
can easily be transformed to represent information in the desired way. It is proposed to optimize
(standardize) IFC-RDF graphs before using them in a checking system. Standardization leads
to a manageable formulation of rules.

Results of a case study showed that the graph size is considerably reduced in addition to
simplifying and clarifying the content of formal compliance rules. In case the resulting
standardized graph has to be stored (for example, in a triplestore) for further compliance
checking, this allows significant storage space savings.

Moreover, the advantage of giving the data graph a predefined structure is that compliance rules
become independent of the initially employed software and can be reused for all previously
standardized graphs. Consequently, maintenance efforts are equally distributed among domain
and software experts.

Without standardization, compliance rules must be modified when building codes or input data
structure change. With standardization, compliance rules are adjusted only when regulations
change. As indicated, formulating optimization rules requires multiple competencies, implicitly
a collaboration between several experts.

The next stage is to enhance and further automate the process of graph simplification and
standardization by using graph theory and advanced techniques such as machine learning. In
the same way, generating compliance rules directly from paper documents, using methods such
as NLP (Natural Language Processing), is a subject of interest.
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Abstract. Together with roads, rails and tunnels, bridges represent ubiquitous infrastructure
objects holding an essential role in transportation. Nevertheless, due to the elevated age of many
bridges, structural deficiencies are becoming more common. Digital Twins in conjunction with
Building Information Modelling (BIM) may significantly support asset management but are only
now garnering more attention for infrastructure objects. To ease the transition towards creating
digital twins for existing constructions, this work presents a method for automated segmentation of
bridge point clouds based on images using convolutional neural networks. For this purpose,
semantic segmentation is used for labelling the photographs captured during laser scanning. The
classifications masks of this image-based approach are then projected back into 3D, resulting in a
labelled point cloud ready for further processing and building component reconstruction.

1. Introduction

The shift towards digitization has led to a notable transformation in the architecture,
engineering and construction (AECO) industry. Since its introduction, Building Information
Modelling (BIM) is being adopted in civil engineering for digital design and construction and
is also seen in the life cycle and asset management due to apparent benefits for data handling
and exchange (Blankenbach 2018). While the IFC data model has matured for real estate
objects over the past years (Borrmann et al. 2018), an extension of it tailored towards
infrastructure objects is only recently being pushed forward (Borrmann et al. 2019). This
development makes sense, as infrastructure objects are commonly encountered in everyday
life. It also emphasizes the role of BIM, which serves as the origin for the concept of the term
“digital twin” in construction and describes data-driven systems for the monitoring,
maintenance and management of objects throughout their life cycle (Sacks et al. 2020;
Errandonea, Beltran and Arrizabalaga 2020).

However, the creation of semantic-rich 3D models representing the actual (as-is) state of the
construction as important basis for digital twins is a notable challenge, as up-to-date plans are
rarely present or incomplete as repairs and restructuring may have taken place over the life
span of the construction. In consequence, reality capture techniques such as laser scanning or
photogrammetry must be used for as-is data acquisition, followed by elaborative manual
modeling based on the collected data. This step requires specialized modelling software,
trained staff and time. Automated as-is modelling is therefore a hot topic in both, research and
the industry, as it cuts down on modelling time and costs. Typically, this process can be
broken down into four stages as illustrated in Figure 1.

Capturing and surveying represent the first of these stages and have improved notably over
the past years due to unmanned data capturing platforms (drones), laser scanning systems and
capturing methods in general having evolved towards high accuracy, low-cost, ease-of-use
and fast capturing (Blankenbach 2018). Because of some capturing methods suffering from
reduced accuracy, preprocessing aims to rectify the impact of sensor noise and artefacts to
clean up the point cloud data and guarantee optimal conditions for semantic segmentation and
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modelling. Segmentation is typically achieved using geometric algorithms; however methods
based on machine learning are becoming an increasingly more popular option. While
segmentation can be performed to extract specific regions of interest and planar patches, it can
also be used to find and label specific objects and structures. Finally, these are then used to
create suitable building components and construct the final 3D model. Depending on whether
or not additional information has been gathered during the segmentation step, it may be added
to the model alongside semantic attributes. This means that segmentation and modelling are
closely intertwined, as the model quality will strongly depend on the segmentation quality.

Scan to BIM
Workflow
I T I .
Data capturing S tati c ificati BIM model fittin
and preprocessing egmentation lassification g

— Registration — Subdivision into — Feature estimation — Matching of elements

— Alignment contiguous spatial units — Object classification — Geometry fitting

~ Filtering - Subdivision into ROIs — Object registration — Creation of building
components

-~ Downsampling
» Preprocessed point cloud » Point cloud segments » Classified elements » Digital model

U U

Semantic Segmentation

Figure 1: Stages of the Scan-to-BIM process. The presented approach covers the segmentation and
classification stages.

Both, segmentation and classification may also be combined into one single step commonly
referred to as semantic segmentation. Supervised machine learning methods are already
increasingly being used for this purpose, with Deep Learning (DL) in particular holding much
potential. However, (supervised) DL requires a large amount of training data with high
variability and annotated point clouds are rare or even not available for many construction
types like bridges. As part of a larger research project with the overarching goal of
automatically deriving digital bridge models from survey data, we try to tackle this problem
by a multi-stage semantic segmentation workflow.

Arising from the lack of point cloud training data, this contribution presents an image-based
classification approach where 2D semantic segmentation results are transferred to 3D point
clouds (cross-domain matching) in order to achieve point cloud segments which can
afterwards be refined using prior knowledge. The approach is driven by the fact that photos
are usually taken in addition to a point cloud as part of the surveying. The approach is
depicted in Figure 2 and shows a neural network performing an initial instance-based pre-
segmentation on photos. Segmentation masks then being projected as a coarse segmentation
into the point cloud, in order to then carry out a fine segmentation. The advantage of this
approach is that on one hand, training data (photos of infrastructure objects) is publicly
available (e.g. on the internet) and can also be produced quite easily and quickly. On the other
hand, due to neural networks being famous for their performance in image classification
tasks, the point cloud data required for training within the fine segmentation step being rather
scarce. Although the approach still holds potential for improvement, the presented results
prove that it already delivers solid results when combined with suitable post-processing
techniques, making it a promising tool for the integration into modelling workflows.
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Figure 2: Overall workflow for infrastructure point cloud semantic segmentation. This work deals with
the image segmentation part and generation of a pre-segmented point cloud.

2. Related Works

For years, machine learning methods for point clouds have been an ongoing research topic in
the field of robotics with most early approaches using the then widely-used Support Vector
Machines (SVM) alongside hand-crafted features (Brodu and Lague 2012). At roughly the
same time, neural networks and deep learning have gained more traction in object
recognition, as their requirements for large training data sets and computational power were
starting to get satisfied. Since the massive success of neural networks for image classification
and the subsequent improvements of their architecture in the following years (Krizhevsky,
Sutskever and Hinton 2017), early experiments in voxel-based approaches such as VoxNet
(Maturana and Scherer 2015). In the face of their limitations, native 3D-based neural
networks such as PointNet (Qi et al. 2016) have been developed. Interestingly, hybrid
approaches which combine information from the point cloud and image domains have been
presented as well (Sindagi, Zhou, and Tuzel 2019).

In an effort of exploiting the high accuracy of image-based neural networks, a handful
approaches have already been developed to act as indoor object classifiers (Su et al. 2015,
Stojanovic et al. 2019). These methods classify isolated objects or pre-segmented point clouds
by rendering them from different viewports and classifying the resulting images. Adaptations
for use with automated driving have been made as well (Wolf et al. 2019), proving that this
approach can not only be applied to outdoor environments, but even has a better chance of
classifying objects in their spatial context than most native 3D approaches.

When it comes to capturing training data, MLS has become widely used for capturing large
infrastructure objects, as it benefits from high mobility and capturing speeds (Ma et al. 2018).
Due to the application of machine learning in the field of automated driving being pushed into
focus recently, urban point cloud data sets captured with MLS such as KITTI (Fritsch, Kuehnl
and Geiger 2013) and Paris-Lille-3D (Roynard, Deschaud and Goulette 2018) have become
popular benchmarks for the detection of cars, pedestrians and road elements. The crux
however lies in the fact that these datasets are not concerned with infrastructure objects such
as bridges. Consequently, 3D training data specifically for bridges is highly-limited, rendering
3D-based neural networks unsuitable for bridge component classification.

188



29™ International Workshop on Intelligent Computing in Engineering (EG-ICE)

Given this context, image-based classification approaches like the one employed in this work
represent the best option for 3D classification tasks where training is either sparse or non-
existent. Image datasets are rather ubiquitous, with the COCO dataset (Lin et al. 2014) being
one well-known example and even datasets with bridge data (albeit with labels for cracks and
damages rather than components) are available (Bianchi and Hebdon 2021).

This accessibility of existing data makes image-based semantic segmentation a valuable tool
for the underlying point cloud classification problem. Due to these techniques being part of
the digital twin reconstruction process, their role in capturing the bridge’s state and updating
the digital model accordingly aligns well with the goal of maintenance and damage tracking
of the Industry 4.0 movement (Shim et al. 2019).

3. Methodology

The presented image-based workflow for point clouds can be subdivided into four
incremental stages: neural network training, image-based semantic classification, 3D
projection and post-processing.

3.1 Neural Network Training

As discussed earlier, the problem of obtaining specific training data for bridges poses a
problem due to the lack of labelled bridge images. However, transfer learning represents a
solution to this problem (Zhu et al. 2021, Kora et al. 2022). Neural networks for image
classification typically consist of a feature detection body where distinct features are
recognized and a classification head which associates these features with one of the output
classes. Transfer learning describes the process of modifying a pre-trained network such that
the features learned in the body are kept, while the classification head is being re-trained and
adapted for a new set of object classes. Thus, training is drastically reduced and as an added
benefit, the time-consuming and tedious hyper parameter tuning process is omitted.

3.2 Image-based Semantic Segmentation

For the classification of the captured images, Mask R-CNN network (He et al. 2017), an
extension of Faster R-CNN was used. Mask R-CNN relies on a feature detection backbone
such as ResNet, ResNeXt or SpinNet for feature detection and uses RolAlign for proposing
Regions of Interest (Rol). These regions are subsequently classified by one network branch,
while a second branch predicts an object mask for each Rol. Due to Mask R-CNN generating
not only object bounding boxes and annotations, but also pixel-accurate classification masks,
the resulting regions of interest are well-suited for projection into 3D point clouds, given the
camera’s extrinsic and intrinsic parameters.

3.3 3D Projection and Postprocessing

Extrinsic camera parameters represent spatial camera parameters in 3D space and encompass
location and orientation parameters. They can be captured directly through GNSS/IMU data
and tracking of scan positions when using drenres;—FL=S-anrd-MES systems or, if camera sys-
tems without GNSS/IMU are used, can additionally be reconstructed through image
matching methods. Intrinsic parameters on the other hand represent the focal length,
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coordinates of the principal point and distortion parameters of the camera and are therefore
needed to describe mathematically and physically how captured images are projected onto the
image plane. Typically, a camera calibration process is used to estimate intrinsic parameters
and the type of distortion present in the images. Using the extrinsic and intrinsic camera
parameters, it is possible to project the 3D point cloud into the camera’s image plane.

=

X Z

Point Cloud Projection

Figure 3: Point cloud projection for the solving occlusion problem through depth map generation. This
process requires intrinsic and extrinsic camera parameters to render out each point's distance from a
given camera position.

As apparent from their lack of 3D information, a naive projection of 2D images into point
clouds will run into the problem of labelling points occluded by the ones in front of them,
leading to many points being labelled incorrectly. Regular photographs are missing the
required depth information, but through use of the extrinsic and intrinsic camera parameters,
point clouds can be aligned with the images, thus bringing them into the camera’s view
frustum. In a process inspired by computer graphics, this allows for the calculation of each
point’s distance to the camera. By rendering out these distances into a depth map (also
referred to as z buffer or depth map), it is possible to solve the depth occlusion problem. As
shown in Figure 3, the depth map is created by constructing a view matrix from the extrinsic
parameters and projection matrix from the intrinsic parameters and multiplying all visible
points with it. In the case of multiple points falling into the same pixel of the depth map, only
the one with the smallest distance to the camera is kept for labelling, due to it occluding the
ones behind it.

Once the projection process is complete, candidate labels for each point are post-processed
using majority voting. Most points are typically visible from multiple views, which can lead
to contradicting labels due to classification masks potentially overlapping, being imprecise or
in some cases belonging to the wrong class. The majority voting allows for these problems to
be resolved in a simple yet effective way, but shows potential for improvements due to its
ignorance towards geometric structures.

4. EXxperiments

For training, a variety of images ranging UAS (Unmanned Aerial System) survey-data taken
by the TU Munich to images taken from Internet search engines as well as selfrecorded
images and those from bridge inspections were used. Validation was performed on survey
data of two different bridges. The first survey was done using a camera-equipped UAS.
Based-on-the—captured video footage, a point cloud was reconstructed, meaning that image
data and a point cloud suffering from quality degradations characteristic of image recon-
struction techniques were available. A second survey was performed using a geodetic
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terrestrial -laser—seanner- (TLS) equipped with a NIKON D800 camera and-based—en- 20
scan positions 140 pictures and a high-quality point cloud were obtained. In both cases,
intrinsic and extrinsic camera parameters were known.

Figure 4: Left: Sample image of the provided training data set. Right: Training and validation loss for
Mask R-CNN on the given training dataset.

For the classification of the captured images, a Mask R-CNN network with a backbone
network consisting of a ResNet with 50 layers which has been pre-trained on the COCO
dataset (Lin et al. 2014). To improve classification accuracy, transfer learning was applied,
where the original network was modified and retrained on a hand-annotated bridge dataset to
detect and classify bridge abutment, railing and deck components. The corresponding data set
for retraining was created from around 600 hand-annotated images (a sample image is
depicted in Figure 4, left) and expanded using typical data augmentation operations such as
cropping, rescaling and mirroring to make the resulting classifier more robust. Training and
validation loss dropped sharply during the first 600 iterations, before slowly converging as
indicated by Figure 4 (right).

As shown in Figure 5, results for classification show that the trained network performs
favourably for most images and can reliably detect the three object classes (abutment, railing
and deck) within the images regardless of camera distance and angle to the object. Detection
masks, however, have a tendency towards displaying a jagged rather than smooth border,
making these regions somewhat unreliable. Masks for the railing class are occasionally
slightly imprecise, which may be a result of their fine structure which allows for objects
behind them to still be visible. Projections of the classification masks into the point cloud
result in a decent segmentation of the bridge components alongside some unpleasant artefacts
(see Figure 5, right column). While the majority voting algorithm and depth occlusion are
capable of resolving glaring issues, additional post-processing would improve result quality
even further.

Despite different camera parameters, TLS survey data was processed analogously to the
UAS-data- Results for this dataset are similar in terms of robustness but also present dif-
ferent challenges. Unlike the UAS-survey data, where the bridge is always in frame, it also
contains images in which the bridge not visible. One should note that as a form of nega-
tive control, the resulting classification masks of these images are empty and thus do not
contribute to the overall point cloud classification process. Additionally, some scans were
acquired underneath the bridge and show components which are typically occluded from view
when looking at it from an outside perspective and were not included in the training data set.
Reliability of classifications masks in these regions is therefore lower, such that components
are occasionally correctly recognized despite the lack of training data but also oftentimes

191


Jochen
Rectangle

Jochen
Rectangle


29™ International Workshop on Intelligent Computing in Engineering (EG-ICE)

incorrectly labelled or not recognized. This issue can be resolved through retraining with the
appropriate images though.

Figure 5: Results of image-based segmentation for two different bridges. Top left: Image captured by a
UAS with-superimposed segmentation masks. Top right: Point cloud with labels from multiple view-
points projected onto it. Bottom left: Image captured during TLS survey with superimposed classifica-
tion masks. Bottom right: TLS point clouds with labels from multiple viewpoints projected onto it.

Another challenge occurs for images where the bridge is visible from an oblique angle (shown
in Figure 5, bottom left) and where the perspective results in a severely reduced resolution of
the deck and railing components. Classification masks have a tendency to be less accurate in
both cases, as the lower resolution of these areas makes it harder to make out defining
features, such that deck and railing components are more likely to be confused for one another
as apparent in Figure 5 (bottom right). A projection of these masks into the point cloud labels
the abutment consistently correctly, but segmentation of deck and railing can suffer from
degraded quality in aforementioned cases. While the method already works admirably well in
most cases, this factor proves that retraining and further post-processing e.g. using spatial and
geometric reasoning is required to achieve a more consistent result quality.

5. Discussion and Outlook

As shown by the early results, the presented approach provides a viable way of semantic
segmentation for point clouds using supervised machine learning and is capable of bypassing
the current scarcity of point cloud training data. Semantic segmentation is used to generate
object masks, which are projected onto the point cloud. Occlusions specific to camera
perspectives are being simulated by rendering out a depth map using the underlying camera
parameters. Afterwards, a post-processing cleans up point labels to improve result quality by
means of a majority voting for point with multiple overlapping regions. Among the observed
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challenges are inaccurate region borders, misclassifications of low-resolution regions and
occasional outliers. Further investigations into the performance of image classification are
currently being carried out, involving commonly-used metric such as Intersection over Union
(loV), precision and recall. An investigation of the same metrics for the labelled point clouds
are of major interest as well.

Aside from the image segmentation quality which can be improved by adding more data to
the training process, the most apparent way of dealing with inaccurate results and improving
segmentation quality lies in the post-processing step. The success of earlier works in image
classification, where post-processing has led to improvements of the overall results, points
towards the same conclusion (Tivive and Bouzerdoum 2006). In its current state, the overall
process does not take the spatial context into account and is thus limited when it comes to
dealing with wrong or incomplete labels. Methods such as 3D-nearest neighbour labelling for
unlabelled points are obvious methods to include, but more sophisticated methods which pre-
segment the 3D point cloud and then propagate labels inside these segments are more
promising. In a similar vein, the use of spatial reasoning for correcting labels based on object
height, surface structure and orientation should yield improved results and will help clean up
undesirable classification artefacts. This sort of prior knowledge can also be integrated into
the machine learning process itself to further lessen the impact of limited training data (von
Rueden et al. 2021) and improve results further, as indicated in Figure 2.

Extensions for post-processing and an introduction of new classes for a more granular
segmentation will be another issue worth investigating, as bridges consist of more
components than the ones represented in this work. Especially automated reconstruction will
benefit from this factor, as the presented image-based segmentation can help inform the
choice of reconstruction algorithm for each individual building component. After all, with the
current scarcity in labelled point cloud data for infrastructure objects, the presented approach
thus represents a key element automated reconstruction workflows.
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Abstract. Crew management is critical towards improving construction task productivity.
Traditional methods for crew management on-site are heavily dependent on the experience of site
managers. This paper proposes an end-to-end Gated Recurrent Units (GRU) based framework which
provides site managers a more reliable and robust method for managing crews and improving
productivity. The proposed framework predicts task productivity of all possible crew combinations,
within a given size, from the pool of available workers using an advanced GRU model. The model
has been trained with an existing database of masonry work and was found to outperform other
machine learning models. The results of the framework suggest which crew combinations have the
highest predicted productivity and can be used by superintendents and project managers to improve
construction task productivity and better plan future projects.

Introduction

Productivity is the main indicator of the performance in the construction industry. Performance
on-site is measured through task productivity. In the field, site managers are faced with multiple
factors such as external conditions, site conditions, and workers characteristics that influence
task productivity of construction crews. Choosing the most productive crew is one of the most
critical factors to improve construction task productivity in this labour-intensive industry. For
this, site managers need to consider the factors’ effect to form crews and strategically assign
crews to tasks to achieve high productivity rates. Site managers however typically manage
crews based on experience, which is often unreliable and time consuming. Additionally, there
are multiple factors and interrelationships between factors that affect the productivity of crews
(external conditions, site conditions, and workers characteristics). This complexity poses a
challenge for site managers to fully understand the factors effects. Reliable and robust methods
are needed to process large amounts of data to determine optimal crew formations.

Machine learning (ML) is an application of artificial intelligence (Al) that provides systems the
ability to automatically learn and improve from experience without being explicitly
programmed (Expert.ai Team, 2020). In recent years, ML is starting to gain its significance
with the potential to transform the construction industry with the use of data-based solutions to
improve the way construction projects are delivered. ML techniques have been successfully
applied to model and predict construction productivity (Reich, 1997; Al-Zwainy, Rasheed and
Ibraheem, 2012; Mahfouz, 2012; Akinosho., 2020; Song., 2020; Cheng, Cao and Jaya
Mendrofa, 2021; Florez-Perez, Song and Cortissoz, 2022). Challenges however remain. Firstly,
the existing work mainly relies on the review of literature, surveys, and expert interviews (El-
Gohary and Aziz, 2014; Ebrahimi, Fayek and Sumati, 2021) to identify the factors that affect
productivity, with limited considerations of the complexity due to non-linearity of underlying
factors, interrelationships between the factors, and temporal information and interdependencies
of'the data (Reich, 1997; Ebrahimi, Fayek and Sumati, 2021), Secondly, the data collected does
not provide sufficient information regarding the conditions and complexity of construction sites
as well as the tacit knowledge of on-site personnel. (Xu, 2021). This lack of integration of site
realities and industry experts’ knowledge hinders the ability to model processes in a
comprehensive way (Bilal and Oyedele, 2020).
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Our previous work proposes a combined ML approach that offers a solution for classifying and
predicting task productivity with experimental data of masonry tasks (Florez-Perez, Song and
Cortissoz, 2022). “Compatibility” a measure of “how the masons get along” is a factor used by
superintendents to form crews. This subjective characteristic (associated with the workforce) is
anovel consideration for building more robust ML models to forecast construction productivity.
In this work we used compatibility of personality, together with external and site conditions,
and workers’ characteristics (age and years of experience) to predict task productivity. K-
nearest neighbour (KNN) (Batista and Monard, 2002; Delany, 2021), deep neural network
(DNN) (Canziani, Paszke and Culurciello, 2016), logistic regression (Field, 2009), support
vector machine (SVM) (Noble, 2006), and Residual Neural Network (ResNetl18) (He, 2016;
Wu, Shen and van den Hengel, 2019) alongside rigorous statistical analyses were employed to
interpret data and investigate the pattern mapping between input factors and productivity class
labels. Results suggest that: 1) small crews have relatively higher productivity than large crews,
2) compatibility among the masons has more significant impact on the productivity in easy but
not in difficult tasks; and 3) the relevance of experience to task productivity may depend on the
difficulty of the task.

Two shortcomings about our work can be stated. The data was collected in 5-minute intervals,
that is, temporal sequential data. The ML models chosen however lack the capability to capture
the temporal dependence in the sequential data, which leads to the loss in information and
affects the performance of the ML model. Furthermore, our previous work only interprets the
input data and predicts productivity with no indications of crew formation. Therefore, it is worth
investigating the performance of advanced deep learning models which can solve problems
with sequential input data to identify data correlations and patterns through time-series. The
data at hand can be used to provide indications for superintendents to choose and assemble
crews on-site.

In this article, an end-to-end GRU framework for construction project crew management is
proposed to classify and predict construction task productivity from the temporal-sequential
data of the existing database (external site conditions, masons’ characteristics, and
compatibilities). The result of the framework provides superintendents with the crew
combination with the highest predicted productivity for the given task. To capture the temporal-
dependency of the sequential data, variants of Recurrent Neural Network (RNN) models
including Long Short-Term Memory (LSTM) and Gated Recurrent Unit (GRU) are employed
to predict construction task productivity. The performance of the LSTM and GRU models are
compared with the baseline models including DNN, KNN, SVM and ResNet18. The advanced
deep learning models (RNN, LSTM and GRU) have achieved state-of-the-art performance.
Furthermore, to help superintendents assemble the most productive crews, the end-to-end
framework automatically calculates the predicted productivity of all possible crew
combinations (from the available masons) and identifies the combinations with the highest
predicted productivity (Bai, 2019; Hegde, 2020; Kraft, 2020). These combinations will serve
as suggestions for superintendents on site, to improve productivity of construction tasks with
more productive crew combinations.

Literature Review

Researchers in the construction industry have made several remarkable attempts to keep up
with the pace of applying ML techniques (Akinosho, 2020). Supervised learning uses a training
set to teach models to yield the desired output (Caruana and Niculescu-Mizil, 2006). Supervised
learning algorithms have been extensively applied in construction including SVM, logistic
regression, random forest, and KNN for supporting decision making (Wong, 2004; Akinosho,
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2020), forecasting occupational accidents (Kang and Ryu, 2019), and evaluating projects
(Erzaij, 2020). Unsupervised learning on the other hand uses machine learning algorithms to
analyse and cluster unlabelled datasets (Marsland, 2020). Given the presence of large amounts
of unlabelled data in the construction field, unsupervised machine learning algorithms such as
K-means clustering and principle component analysis serve as effective tools in competitive
positioning (Horta and Camanho, 2014) and sustainability evaluation (Li, 2012).

Deep learning (DL) is a subfield of ML which is based on artificial neural networks with
representation learning. DL methods aim at learning feature hierarchies with features at higher
levels of the hierarchy formed by the composition of lower-level features. DL has been
employed to tackle construction challenges such as construction site safety (Yu, 2019), building
occupancy modelling (Chen and Jiang, 2018) and energy demand prediction (Rahman,
Srikumar and Smith, 2018). For the specific case of productivity, studies have benefited from
the application of DL because these techniques provide an effective approach to determine the
relationship between the influencing factors and productivity rates and the complexity of the
combined effects between factors (Courville, 2016; Li, 2021). A noteworthy point is that many
proposed approaches have been dealing with the problem of predicting productivity while
ignoring the spatial-temporal dependencies of the collected dataset. In addition, many
approaches generate predictions and analyse results, but do not go beyond to provide project
managers and superintendents with practical tools for crew management that can support
productivity improvement in real construction sites.

Construction Task Productivity

Productivity refers to the measure of the full utilization of inputs to achieve an expected output
(Durdyev and Mbachu, 2011). In the field, productivity is measured at the task level, for
practical considerations. Since masonry is one of the most labour-intensive trades in
construction, the task-level model will be used in this study as single-factor productivity, which
is expressed as the unit of work per labour hour (Shehata and El-Gohary, 2011). To detail the
factors three sections, namely, external conditions, site conditions, and workers characteristics
describe typical attributes of masonry jobsites. The reader is referred to Florez-Perez, Song and
Cortissoz (2022) for an extended description of the factors.

1) External conditions: the external conditions refer to the temperature regarding the building
the crews were working at the specific time the data were collected. The temperature, both low
and high temperature, was recorded for the day at the time the data were collected. 2) Conditions
in masonry sites: extensive site observations and interviews with masonry practitioners (Florez,
2017) were used to collect information of typical site conditions related to walls. The masonry
tasks were classified as three different levels, namely Easy (difficulty = 1), Normal (difficulty
= 2), and Difficult (difficulty = 3). 3) Workers’ characteristics: masons have different ages and
length of experience in the field, which could have an impact on their productivity together with
other external factors and conditions in construction sites. The size of crews was annotated as
it happened on site, which is typically determined by site managers in accordance with the
workload. Compatibility between masons, defined as a measure of the capability of a group to
interact and work well together to attain higher productivity, was collected during the extensive
site visits and interviews with the site manager.

Dataset

In our previous work, a dataset of masonry work was used to analyse the factors that affect task
productivity and to predict task productivity. In this study, using the same dataset, we will
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analyse the temporal dependency of the factors and provide site managers with indications of
optimal crew formations. The dataset had 1977 data samples, each of which includes the
following features: low temperature of the day; high temperature of the day; level of difficulty
of the masonry task; number of masons; compatibility of mason 1; compatibility (mason 1 &
mason 2); compatibility (mason 1 & mason 3); compatibility (mason 2 & mason 3); age (mason
1,2&3); experience (mason 1,2&3). Productivity was measured by the number of blocks built
in 5-minute time intervals, thus makes the dataset temporal-sequential. Therefore, LSTM and
GRU models are applied to capture the temporal dependencies in the time series dataset to
forecast task productivity.

Methodology

DL is a subfield of ML concerned with algorithms inspired by the structure and function of the
brain called artificial neural networks. RNN is a type of artificial neural network which uses
sequential data or time series data. The variants of RNN models including LSTM and GRU
(Chung, 2014; Greft, 2017) were used to predict the level of productivity of construction tasks
using the information from the dataset. Then, an end-to-end framework was developed to
predict productivity of all possible crew combinations, from the masons available, and provide
superintendents with the crew combinations with the highest predicted productivity.

Data Processing

The dataset contains 1977 data samples with 14 dimensions for training and prediction. The
dataset was divided into training and testing data sets and input data labelled by their
corresponding productivity, which is measured by the number of blocks built per minute per
mason. In the experiments, the level of productivity was classified as low (< 0.2), medium low
((0.2,0.4]), medium high ((0.4,0.6]), and high (= 0.6), considering that the average
productivity of the whole data set is 0.433 and the standard deviation is 0.182. To ensure the
input data was internally consistent, standardisation was implemented using Scikit-learn to pre-
process the data using the formula below:

X-X (1

X P —
standardisat
anaardisation O_X

where X and 0X are the mean and standard deviation of the input dataset.

The dataset was balanced so that each class had approximately the same amount of data
samples. To prevent the trained model from overfitting on certain classes while underfitting on
other classes, a sufficient amount of duplication of the data in the minority classes were added
to the dataset. Then, the dataset was shuffled and divided into training, validation and testing
sets in the ratio 2400:700:711. Further details of data processing can be found in Florez-Perez,
Song and Cortissoz (2022).

Experiments

A RNN (Zaremba, Sutskever and Vinyals, 2014) is a class of artificial neural network, where
connections between nodes form a directed or undirected graph along a temporal sequence.
This allows the network to have memory for the earlier data points in the sequential data, to
gain context and identify correlations and patterns to improve the prediction. Since our data
was collected in 5-minute time intervals, the temporal dependences in this sequential dataset
can be captured with the RNN networks to predict construction productivity. The original RNN
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model however suffers from short-term memory due to the vanishing gradient problem during
back propagation (Zaremba, Sutskever and Vinyals, 2014). For this reason, LSTM and GRU
can be proposed by implementation of gates, which is a memory cell to store the activation
value of previous data in the long sequences. Gates are capable of learning which inputs in the
sequence are important and storing their information in the memory unit. They can pass the
information in long sequences and use them to make predictions. The LSTM and GRU
networks differ in their structure. GRU has two gates (reset and update), while LSTM has three
gates (input, output, forget). Hence, GRU is simpler than LSTM because it has a smaller number
of gates. Experiments were performed with both LSTM and GRU networks, and compared with
the baseline models including DNN, KNN, SVM and ResNet18 with the evaluation matrices
of classification accuracy and F1 score.

For the LSTM network, a batch size of 64 was chosen which is a hyperparameter of gradient
descent that controls the number of training samples to work through before the model’s internal
parameters are updated. Three hidden layers, with a hidden size of 32, were chosen as the
structure of the LSTM model with Adam as the optimizer (Kingma and Ba, 2015) and learning
rate of 0.01. To train the neural network, cross-entropy loss was selected as the loss function,
which is a commonly used loss function for multi-class classification problems. The LSTM
model was trained for 80 epochs until there was no significant change in the plots of training
and validation loss. The best performing epoch in terms of validation loss was saved for testing
the model on the testing dataset. A classification accuracy of 71.9% and an F1 score of 0.703
were achieved. The confusion matrix of the LSTM network on the testing set is shown in Figure
1. Columns represent the ground truth of the classification and rows stand for the predicted
classification results.

Low -
- 150
Medium-Low

Medium-High

High

Low Medium-Low Medium-High High

Figure 1: Confusion matrix for the LSTM network

For the GRU model, a network with three hidden layers with a size of 24 was built. A batch
size of 32 was chosen together with Adam optimizer and learning rate of 0.01. The cross-
entropy loss was employed as the loss function to train the GRU model for 80 epochs and the
model from the epoch with lowest validation loss was saved for testing. The GRU network
achieved a classification accuracy of 74.5% and an F1 score of 0.729. The confusion matrix of
the GRU model on the testing dataset is shown in Figure 2.
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Figure 2: Confusion matrix for the GRU network

Performance Comparison

The experimental results of the LSTM and GRU models are compared with the baseline
machine learning models in Florez-Perez, Song and Cortissoz (2022), which include KNN,
SVM, logistic regression, DNN, and ResNet18. The comparison was made using evaluation
matrices for classification accuracy and F1 scores, calculated using equations (2) and (3) below:

o TP+TN (2)
Classification Accuracy = TP+ FP + TN + FN

TP (3)
TP + %(FP +FN)

F1=

where TP, TN, FP, and FN refer to true positive, true negative, false positive and false negative,
respectively. The results of the proposed methods and the baseline models on the testing dataset
are shown in Table 1. Note that the highest classification accuracy and F1 scores are for the

GRU model.

Table 1: Performance comparison using classification accuracy and F1 scores

Learl:ilrcllgllrl:le() del Classification Accuracy F1 Score

KNN 70.7% 0.711
Sigmoid SVM 73.7% 0.728
Logistic 61.3% 0.604

Regression
DNN 67.9% 0.576
ResNet18 72.9% 0.711
LSTM 71.9% 0.703
GRU 74.5% 0.729

As shown in Table 1, the GRU model achieves the best performance in terms of both
classification accuracy and F1 score, indicating that the GRU model provides the best prediction
for task productivity among all experimented models.
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End-to-end Framework for Crew Management

To provide superintendents with indications to assemble the most productive crews and thus
maximise construction task productivity, an end-to-end framework was developed using the
trained GRU network. The proposed framework can automatically calculate the predicted
productivity of all possible crew combinations, with a given size from the pool of available
masons and suggest superintendents which combinations which have the highest predicted
productivity. The proposed framework is illustrated in Figure 3 and includes three stages,
namely data collection, crew generation, and productivity prediction and ranking. In the first
stage, assuming that there are n masons available to form a crew of k masons, information
including external conditions, conditions in masonry sites and the workers’ characteristics,
including every pairwise compatibility among the masons, will need to be collected by the site
manager as explained in Section 0. The compatibility of each pairwise of masons needs to be
calculated. Then, for a task that requires a crew of k masons, the second stage generates all
possible combinations of masons for that crew from a total number of N crews, calculated using
equation (4):

Stage 1: Data Collection Stage 2: Crew Generation Stage 3: Productivity Prediction and Ranking
~ Crewl ===
4 | No.1 :
j ...... ‘ I
I
Mason Mason Mason Mason LM No.2 I
1 2 3 L Crew 2 1
4 <4 ‘_I . !

|

l I ...... B - j ...... Y :
I
N |
|
: I
I
I
|
|
I
I

Figure 3: Pipeline of the proposed end-to-end GRU-RNN model for construction project resource management

!
N = (Tl) _ n! (4)
k k!'(n—k)!

Next, the information data of each possible crew is fed into the trained GRU model (discussed
in Section 0), since the GRU model outperformed the baseline machine learning models and
LSTM network both in terms of classification accuracy and F1 score. Given the external
conditions, conditions in masonry sites and the workers’ characteristics as the input data, the
GRU model can be used to predict for the class of the productivity of each crew combination
option and then rank the results as the output of the framework. This output provides
superintendents with a simple and straightforward indication to choose the crew that maximises

the productivity of the construction project.

Compared to the traditional experience-based method of choosing crews, this proposed end-to-
end framework provides site managers a more reliable and robust method to improve
construction productivity, as site managers may focus more on certain variables, however our
model will consider all the variables affecting the productivity, making it more robust to predict
the productivity. Also, this proposed framework ensures that crew management at the
construction site does not only rely on the experience of superintendents, but on an autonomous
system that reduces time and supports the decision-making process of crew formation.

202



29" International Workshop on Intelligent Computing in Engineering (EG-ICE)

Conclusions

This paper proposes an end-to-end GRU based method for construction crew management. The
GRU is an advanced DL model, able to capture the temporal dependencies in the sequential
data, to provide an accurate prediction on the class of the productivity of construction tasks. An
existing real-world database of masonry work which includes external conditions, site
conditions and workers’ characteristics, was used to train the GRU model. This proposed GRU
based framework provides a reliable and robust platform for project and site managers to
efficiently select crews for different construction tasks.
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Abstract. Determining the optimal design of geometry in building models is an essential task for
architects and engineers. Although many constraints are considered, only a small part is currently
integrated into digital models as design knowledge. Current software products do not support the
declarative approach of creating constraints and permissible ranges to parameter values. The reason
is the algorithmic complexity in analyzation and evaluation of such a constraint model. In this paper
the problem is summarized and a solution for the computation of possible ranges is presented. It
makes use of existing algorithms. This research is part of the so-called geometric constraint
satisfaction problem (GSCP). Although former approaches exist, they weren’t applicable to the
general case. The success of this approach is shown for a selected example. Future steps are
discussed. These would be required for a modelling software benefitting from this approach.

1. Introduction

The state of the art in the creation of digital building models including 3D geometry requires
an iterative process. This includes the placement of building objects and checking whether the
current model meets certain requirements. These requirements comprise rules from standards
and laws, but also originate from project contracts, architectural design intent, feasibility of
building processes or valid geometric consistency. The paradigm of parametric modeling is
common for adjusting a model to certain requirements, creating variants or reducing the time
needed for subsequent modifications. Therefore, input parameters and computation rules are
used to create a computational system. This can be used for an efficient recomputiation of a
solution whenever a parameter value gets changed. One approach is the modeling of
dependencies between the parameters as a computational plan. This concept distinguishes
between input and output parameters and can be represented as a directed acyclic graph with
edges describing the computational direction. A different approach is the use of so-called
constraints which includes dependencies between parameters with no predefined computational
direction. The approach is declarative and usually requires a solver with sophisticated
algorithms to obtain solutions. That’s because, a computational plan has to be identified or an
equation system has to be solved. In complex models including many dependencies the
computational plan and the feasible values for the parameters cannot be obtained easily because
of the structural properties of the modeled problem.

Current modeling software like Autodesk Revit 2022, AutoCAD 2022, ArchiCAD 25 by
Graphisoft is based on the principle of parametric design, but does only support single values
for each parameter value. The basic principle - although not explicitly mentioned by the
companies and not every piece of information is presented to the user — is apparently history-
based design and its variants (Shah, 2001). History-based design requires a strict modeling
direction. Although variational design by constraints (Shah, 2001) is also supported in these
software products, it is limited to 2-dimensional sketches as parts of the construction history
tree. In practice these limits prevent a massive use of constraints regarding the optimization of
design. Nevertheless, there exist practical approaches for optimizing the design, e.g. generative
methods or machine learning. As a limitation, these approaches allow only as many constraints
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as needed for ensuring a single solution can be computed. Additional constraints cannot be
considered or have to be validated iteratively. Alternative visions describe a software
environment which can be used to control the number of variants by adding, removing or
modifying requirements. Variants would be ready for examination and for adjusting the limits
(Bettig et al. 2005, p. 8). Valdes et al. (2016) expect such approaches to increase the consistence
of a model and the reduction of errors.

Another limit in current CAD and modeling software is the support for exactly one existing
value for each parameter or coordinates. This principle known as point-based design leads to
the situation where the possible ranges of parameter values are not clearly evident. In contrast
to that, the idea of set-based design was introduced by the Japanese automobile company
Toyota (Sobek et al. 1999) and has the goal of representing all sections of the design space. The
design is refined by narrowing and cutting the remaining design space until the project
converges to a point-based state (Liker et al. 1996, p. 167). Applying the idea of set-based
design to digital models was already proposed for building projects (Gil et al. 2008). Yannou
et al. (2013) developed a small model of interval values for parameters and computed possible
values using interval arithmetic. Assuming a working software product supporting set-based
design there are different workflows which are of interest for engineers and architects. They
accumulate in questions like:

e What are the possible values for a parameter considering all other parameters and their
dependencies?

e How can a solution be found which fulfills different criteria and how can these criteria
be formulated as a query?

e How can the available solution space be visualized?

Currently there exists no known CAD (computer-aided design) or modeling software which
supports set-based design using intervals for the ranges of parameters and constraints for
describing the dependencies in geometry. The idea of developing such kind of tools has not yet
been realized, but Bettig et al. (2005) state, the benefits would be significant especially in
planning processes of the building industry.

The implementation of algorithms to answer the raised questions requires a large effort, but is
highly useful for engineering or architectural design tasks. This paper focuses on algorithms
needed to compute efficiently the available range of parameters for geometry considering all
modeled constraints. As the underlaying problem is the computation of solutions of linear
equations — therefore also nonlinear equations — with interval values is NP-hard (Kreinovich
and Lakeyev, 1996), this research has the goal of combining existing algorithms which are
highly efficient in computing these ranges. The presented solution combines existing
algorithms especially from the field of interval computation. It is capable of solving arbitrary
systems, can be applied to any constraint graph and is independent of structural properties of
the problem in the sense of completeness. This includes systems that are weak or strongly
under-constraint as well as well-constraint systems. Linear and non-linear equations are
supported. The direction of dependency between parameters has not to be determined as there
has no difference to be made between input and output parameters. The presented example is
intentionally small, because the complexity of constraint systems usually increases sharply with
the number of objects. Relating thereto, it is difficult to describe and to explain plainly the
structure of a constraint system. Research in presenting structures of constraint systems is
beyond the scope of this paper. This paper has a focus on the computational aspect. It also
introduces the idea of set-based design, the geometric constraint satisfaction problem and
interval computation which aren’t widespread, especially their combination.
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2. Methodology

2.1 Geometric Constraint Satisfaction Problem

Geometric constraint systems - a special case of constraint systems - include geometric objects
like points, lines, circles, etc. and geometric constraints like orthogonal lines, parallel lines,
coincident points. Geometric constraints describe the relations of geometric objects in a
semantical way. This is different to numeric constraints which can be regarded as linear or
nonlinear equations. Nevertheless, it’s possible to describe geometric constraints as numerical
constraints using one or more equations. The description of a constraint system is declarative
which means the problem itself is described instead of the so-called imperative approach which
prescribes the steps to solve the problem. Because of missing information about the way of
solving, this is regarded as the geometric constraint satisfaction problem (GCSP) as a part of
the field of constraint satisfaction problems (CSP).

According to Hoffmann and Joan-Arinyo (2005), Joan-Arinyo (2009), Bettig and Hoffmann
(2011) and Sitharam et al. (2019) there exist different approaches of solving GCSP: An
algebraic approach by solving equation systems; theorem proving by analyzing axioms linked
to theorems; a logic-based approach by assumptions and axioms which get solved with a rule-
based reasoner rewriting the constraint system to generate procedural solving steps and graph-
based by dividing the constraint graph into subproblems and using known solution strategies
for the subproblems

Solving algorithms heavily depend on the properties of the constraint system. Various
algorithms only solve systems that are serializable (Sitharam et al. 2019, p. 145 and 152). This
includes an ordered processing of the constraint graph to create a construction plan or creating
atriangular equation system. Complex systems exist which are not serializable thus need a more
sophisticated solver. These systems are called “variational” (Sitharam et al. 2019, p. 145) as
their parts are mutually dependent. This is usually the case whenever the number of included
dependencies is significantly increased.

Another significant property is the existence of solutions. In the case of exactly one solution of
the CSP the system is regarded as well-constraint. This is the intended state in a point-based
modeling approach. Over-constraint (no possible solution) and especially well-constraint
systems can usually be handled by all solving algorithms. In contrast to this, under-constraint
systems suffer from the multiple solution problem. This is also referred to as the root
identification problem regarding CSP represented as an equation system. The problem is the
non-existence of a criteria for choosing one solution from the set of solutions. Although
Shimizu et al. (1997) state that the user usually sets too less or too many constraints. In this
paper it is assumed that under-constraint systems are the intended standard case as the set-based
design proclaims. The well-constraint case occurs as the special case when a single final
solution is found and the design process finishes.

2.2 Interval Arithmetic

The representation of intervals and their arithmetic was introduced by Moore (1966). There
exist various publications, research projects and also a standard (IEEE Std 1788-2015) which
is based on the floating-point number standard IEEE Std 754-2008. The main theorem in the
calculation with intervals is the inclusion isotonicity of the projection. Every function has to
guarantee the inclusion of the solution despite of any rounding errors or discontinuity.
Dependent on the function and the variant of arithmetic, the operation is not necessarily bi-total
apart from rounding errors. This is usually the case for arithmetics only supporting exactly one
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interval as a result for a function. Variants for interval arithmetic can be mainly classified in
“traditional” interval arithmetic which results in a maximum of one interval and real numbers
as bounds and the extended interval arithmetic which can have infinite bounds and supports
results of more than one interval (Kulisch 2013, p. 140). The extended interval arithmetic can
handle divisions by intervals including 0 more accurately by introducing more cases for
divisions. This is also true for e.g. the square root function.

An important effect in the calculation of intervals is the interval dependency problem. It occurs
whenever a variable with an interval value is used more than once in a formula or calculation
sequence. For example, using the variable A = [-2, 2] in a calculation of A% = [0, 4] leads to a
different result than multiplying the variable separately A - A = [—4, 4]. The square function
considers A to be the same variable, whereas the multiplication does not consider the obvious
dependency of the two factors. This leads to an overestimation of the result. The interval
dependency problem is the main difference between computation with intervals and with single
real numbers, especially in the evaluation of results.

2.3 Interval Constraint Satisfaction Problem

Interval constraint systems are a special case of numeric constraint systems. Every variable is
defined for the domain IR and constraints describe the arithmetic relation between variables.
The vector of all values of each and every variable in an interval constraint system is called box
(Moore et al. 2009, p. 15). A box spans in the n-dimensional space. Different queries arise to
an interval constraint system and solving these queries is usually affected by the interval
dependency problem. Possible queries are: Finding one arbitrary solution, finding the range of
valid values of one or more variables, finding the minimum or maximum of a function also
known as rigorous optimization. Searching for the range of all variables is the analogion to
searching the ranges of parameters in a geometric constraint system. The quality of a box of
values for a constraint system can be categorized by a certain level of consistency.

Lower consistencies, like arc-consistencies (Mackworth 1981; Miguel et al. 2001) and box-
consistencies do not consider multiple occurrences of variables and thus the interval
dependency problem. In contrast to these lower consistencies, the more rigorous hull-
consistencies do consider them. The kB-consistency guarantees that the intervals of k-1 other
variables are consistent to a variable (Lhomme 1993). This leads to the (n+1)B-consistency
where n is the number of all variables. This is also called the global hull-consistency (da Cruz
2003, p. 81) and guarantees that the lower and upper bound of every interval in a box is a
solution to the interval constraint satisfaction problem and all other solutions lay in between
those bounds. Although, approaches exist which can compute the solution space regarding a
certain precision (Frénzle et al. 2007), this paper focus on the global hull-consistency which
can be computed with a reduced effort.

3. Existing Approaches

According to Bettig and Hoffmann (2011), computing the valid values of parameters is an open
question of GCSPs. A former approach for polygons is presented by Hoffmann and Kim (2001).
The presented algorithm is actually only applicable to linear 1-dimensional problems. It
computes the range of a single dimensional constraint which is going to be adjusted. The
extended approach by van der Meiden (2008) can be used for 2-dimensional cases with
distances and angles. His goal is the computation of the valid parameter range of exactly one
so-called variant parameter. He uses a constructive graph-based approach by computing special
points where the variant parameter has critical values. These are used to determine the minimum
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and maximum of the range. Hidalgo Garcia (2013, chapter 4) examined the work of Meiden
and proofed that the minimum and maximum can be determined but also disjunctive domains.

An approach for using intervals in modeling and solving GCSPs have been introduced by Nahm
et al. (2006). They used a prototype of a CAD software for modeling geometric and non-
geometric data in early stages of design under a strong uncertainness. They used an interval
propagation algorithm which is strongly limited as it cannot solve equations simultaneously
though is not applicable for the general case to create the global hull-consistency.

Wang et al. (2007) also used constraint-based modeling with intervals for geometry objects.
They solve the equation system by piece-wise linearization with the Gauss-Seidel method. This
can narrow intervals, but suffers from the interval dependency problem and cannot create the
global hull-consistency in every case. Their presented example is solvable with the simpler
HC4 algorithm developed by Benhamou et al. (1999). Kirchner and Huhnt (2018) used the
HC4’s sub algorithm HC4Revise to compute the global hull for tree-structured constraint
graphs which are proven to be free from the interval dependency problem (Benhamou et al.
1999).

In summary, there is no known approach yet for computing the global hull-consistency
efficiently and apply it for the computation of valid ranges of all parameters for a GCSP. These
ranges are defined by a lower bound and an upper bound which are each part of at least one
solution.

4. Proposed Approach

The presented concept includes the transformation of geometric constraints to numeric
equations including all parameters as possible interval values. The graph-based representation
of the parameters and constraints is transformed to a set of equations and variables. Each
constraint is represented by one or more equations and each parameter represents one variable.
An example for a transformed equation is given in figure 1.

Y
~~

Equation:
(Az—Ba)=(Cex—-Da)+(Ay—By)*{Cy—Dy) =0

Figure 1: Orthogonal constraint for two lines and its equation after transformation.

As common geometric constraints are based on non-linear equations the resulting equation
system is non-linear. Additional non-geometric constraints can also be included as equations.
Itis possible to have more, equal or less variables than equations as this is covered by all chosen
algorithms.

210



29™ International Workshop on Intelligent Computing in Engineering (EG-ICE)

The used interval computation library has to support at least the basic mathematical operations
and functions like square or square root. This is the minimal set for the most common
geometric constraints. Additionally, set operations like union and intersection are required. For
effective solving of interval constraint systems the implementation has to be capable of
computing the inverse functions of all operators and functions. An optional requirement which
improves the solving process is the differentiation of every equation. This can be realized by
automatic differentiation.

The main algorithm to compute the lower and upper bound of each parameter is the global hull
by da Cruz (2003). This is an efficient algorithm to compute the (n+1)B-consistency for an
arbitrary case independently of the structure of the constraint graph. The main algorithm uses a
set of subalgorithms for reducing the search space. The subalgorithms are heuristics to
accelerate the steps to exclude certain parts of the search space which are proven to not include
a solution. As there exists a variety of usable heuristics, the proposed approach includes the
well-known algorithms HC4 (Benhamou et al. 1999) and Interval Newton method. The Interval
Newton method is the interval extension of the Newton-Raphson method considering the first
derivative for in- and exclusions.

5. Results

5.1 Implementation Details

The implementation uses a self-developed Java library for interval arithmetic and operations
based on the multiple-precision datatype BigDecimal of the Java standard. The multiple-
precision approach is noticeably slower, but it offers more control over rounding modes and
precision in mathematical operations. This is necessary as the control of rounding modes for
native IEEE754- floating-point datatypes is not supported by the Java language. The lack of
speed is acceptable for research, but is not intended to be used in end-user software. The library
also includes the support for extended interval arithmetic which supports more sophisticated
case distinction for operations like division or square root. Especially division which is crucial
for the Interval Newton method leads to disjunctive interval with a reduced overestimation in
the intermediate results.

The implemented geometry model is a boundary representation (B-rep) coupled with
parameters and constraints. The basic shapes polygon, line and boundary are used to create
solids with faces. Only points include a parameter for each coordinate. Extended shapes like
e.g. rectangles can be constructed by adding parameters and constraints to basic shapes. Every
shape can be assigned to one functional unit. Every functional unit might represent a digital
building element or another element of design or modelling purpose. The objects also can carry
a set of parameters which are connected to the parameters of the contained shapes.

A number of geometric constraints is implemented including e.g. parallel lines or orthogonal
lines. Additionally, arithmetic constraints for further constraining parameter values are
available. They include e.g. the basic mathematic operations and the equality constraint.

Although the parameters, shapes, functional units, constraints and assignment relations are part
of a graph representation for analyzation and visualization purposes, a graph is not a
requirement for the algorithms. The essential data needed for the computation consists of the
equations and variable included in the set of constraints.
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5.2 Applied Example

The algorithm was successfully applied to different models like the examples given by
Hoffmann and Kim (2001) or Wang et al. (2007). The results correspond with each other.

An example in detail is based on the widely used parametric model of an extruded rectangular
wall. This is similar to the IfcWallStandardCase in the straight case as described by IFC4.2.
The wall is described by its thickness and height and two points forming a line in an XY-plane
for placement. These parameters are sufficient for the creation of a geometric representation.
The parameter length is also added and represents the distance between the two points — P; and
P2 — forming the placement line. For a valid solid the points Pz and P4 are needed to form the
base rectangle with P1 and P2 and Ps, Pe, P7 and Pg to form the top rectangle. The four side faces
are also rectangles formed by pairs of points each from the base and the top. A 3-dimensional
sketch is shown in figure 2.

Py

Fe

height

Figure 2: The parameters and vertices of the example extruded rectangular wall.

The included constraints for modelling are: orthogonally with oriented distance parameter
between line and point in a XY-plane (Orth-O-Dist-XY), oriented distance parameter in z-
direction (O-Dist-Z), XY -coordinates of two points equal (Eq-XY), distance parameter of two
points (Dist-XY). The constraint graph is shown in figure 3.

Used symbols:

parameter

Figure 3: The constraint graph of the example extruded rectangular wall including the
interrelationships between points, constraints and parameters.
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Please note, this is one possible constraint graph. A set of possible variants for constraints in a
parametric model of the extruded rectangular wall exists. They share the same parametric
behavior.

The example includes 27 variables (3 coordinates for each of the 8 points and 3 parameters for
the wall) and 27 equations. A computational run with initial values and the resulting global hull
is given in table 1. The computation was limited to the third decimal place.

Table 1: Selected variables and their initial values and their value after computation for the example.

Variable Initial value Computed global hull
P1.x [3] [3]
Py [0, 1] [0, 1]
P2.x [3, 4] [3, 4]
P2y [5] [5]
P3.x ]- o0, oof [3.39, 3.710]
Ps.y ]- o0, oof [5, 5.15]
P..x ]- o0, oof [2.39, 2.709[
Py ]- o0, oof [0, 1.15]
Thickness [0.3,0.6] [0.3,0.6]
Height [2.2] [2.2]
Length 10, oof [4,5.099]

The computed global hull corresponds with the expected results. Because of the freedom of P,
in x- and P, in y- direction the length of the wall is computed with the lower bound of 4 and
the upper bound of 5.099 as the wall can be placed vertically or slightly diagonally. The possible

diagonal placement and P;P, always has to be parallel to P, P, by a distance of the thickness,
results in intervals instead of single values for the coordinates of P; and P,.

6. Conclusion and Outlook

This paper presents a solution on the problem of computing ranges of parameters for arbitrary
geometric constraint systems. The computational result is equivalent to the (n+1)B-consistency.
The solution transforms the geometric constraints to a set of equations and combines existing
algorithms for interval computation to find the relevant solutions for the lower and upper bound
of ranges. This is approach can handle under-constraint and well-constraint systems for non-
linear equations. The results are promising, although a valid comparison to existing approaches
is still missing.

This way of modeling using intervals and constraints requires a change in the way on how to
create and work with parametric models. It requires the user to approach an intended solution
by exploring the design solutions and is similar to set-based design.

The limit of this approach is the computational effort which is unpredictable for complex
models as it depends on the used heuristics and the structure of the constraint system. This
means a solution to an apparently complex system is found in a short period of time, but there
exist simple examples which can take a long time in the worst case. This is usually the case if
a large part of the solution space has to be checked, because it can’t be excluded early. Another
limit is the requirement of partly continuous mathematical functions excluding piecewise-
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defined functions. The fixed set of geometry objects for one computation is inherent and limits
the applications. The approach does not include models which can have parameters that change
the geometric topology e.g. the number and the different types of geometry objects and
parameters. This is limited because all constraints have to be transformable to an equation
system with a fixed number of variables and equations before the computation can start.

There are different directions of research to pursue. One obvious option is using this approach
for parametric studies of different engineering domains. This is promising as it makes it possible
to compute valid ranges of input parameters for given intervals of output parameters. Also,
bigger models have to be created and get tested. The used algorithms are suitable for concurrent
computation, but the performance has not been systematically investigated. Optimizations in
code are assumed to increase the computational efficiency noticeably. This also has to be
compared to existing interval arithmetic libraries and approaches.

An open question is the applicability of the entire set-based approach. This would require
further research on proper visualizations of the solution space, comparison of different solutions
and analyzing and querying of constraint systems for certain solutions.

Remarks

This work is a part of a PhD thesis published 2021 only available in German language:
Kirchner, J.V. (2021). Wissensintegrierende Modellierung der Geometrie von Bauwerken mit
Intervallen und Constraints fiir Parameter. TU Berlin. Available at: https://depositonce.tu-
berlin.de/handle/11303/12690
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Abstract. State-of-the-art workflows within Architecture, Engineering, and Construction (AEC)
industry are still caught in sequential planning processes. Digital design tools founded in this domain
often lack proper communication between different stages of design and relevant domain
knowledge. Furthermore, decisions made in the early stages of design, where sketching is used to
initiate, develop, and communicate ideas, heavily impact later stages, offering the need for fast
feedback to the architectural designer to proceed with adequate knowledge regarding design
implications. Accordingly, this paper presents research on a novel AEC workflow based on a 4D
sketching application targeted for architectural design as a form-finding tool coupled with two
modules: (1) Shape Inference module, which is aided by machine learning enabling automatic
surface mesh modelling from sketches, and (2) Structural Analysis module which provides fast
feedback with respect to the mechanical performance of the model. The proposed workflow is a step
towards a platform integrating implicit and explicit criteria in the early stages of design, allowing a
more informed design leading to increased design quality.

1. Introduction

Architecture, Engineering, and Construction (AEC) shapes our built environment, having
substantial environmental, cultural and economic influence on society. However, among the
least digitised industries, it is still caught in silo-thinking and sequential planning processes, as
experts from different disciplines must work together and communicate with each other
throughout different stages of the design. Moreover, the flow of information exchange between
these domain-experts with various domain-knowledge within current workflows has been
challenging, thus, deflecting optimised progression. In this context, Architecture, Computer
Science, Engineering, and Mathematics disciplines can be connected to develop advanced
computational design tools to combine implicit (e.g. aesthetical, cultural, or emotional) and
explicit knowledge (e.g. functional, environmental, economic), bringing radical innovations.
One such innovation can be brought by introducing a workflow that allows fast feedback
already in the early stages of design.

Considering the overall workflow, many critical decisions can occur when a design is in its
most rough form, namely a sketch (Mahoney, 2018). Sketching is used to initiate, develop, and
communicate ideas while allowing the architectural designer to easily tap into his/her intuition
to ideate and explore the solution space. In the early stages of design, sketching serves as a
visual thinking and architectural form-finding process to the designer and, subsequently, as a
visual reference for a computer-aided design (CAD) modelling expert. Moreover, the modelling
procedure allows further communication with other downstream processes, such as structural
analysis and computer-aided engineering (CAE) simulations (Eissen et al, 2008, Yu et al, 2021).
However, the 3D modelling process is often too time-consuming, and simultaneously, the
design intention might not be captured accurately and can be misinterpreted. Also, on the other
hand, structural analysis is an essential part of the design, which studies and predicts the
behaviour of structure's fitness subject to different loads, materials, etc, which is usually not
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taken into account in the early stages of design. Therefore, reconciling these various domain
experts can cause delays, conflicts, and undesirable design compromises.

In this setting, a workflow targeting the early stages of design can address two main challenges.
First, the workflow should capture the design intention behind the various parts of the sketch
and subsequently translate it into an appropriate (non-) parametric geometry format to be used
in different softwares without requiring a modelling expert. Recent advances in Machine
Learning (ML) have demonstrated an increasing ability regarding surface modelling and shape
reconstruction from sketch data which can be taken into account for this purpose. Second, fast
feedback provision with respect to the mechanical performance of the model is of great
importance in unfolding the strength and weaknesses of the structure. Such feedback enables
the architectural designer to modify his/her design accordingly in the early stages, where the
design is still amenable to substantial improvements.

Building upon the above statements, this paper introduces a novel AEC workflow coupled with
computational support, enabling the integration of digital design and structural analysis tools in
the early stages of design aided by ML, resulting in quick iteration over the design cycle,
increased design quality, and better supervision of structural implications of the design in the
early stages. This workflow is based on a developed 4D sketching application with Unity
Engine targeted for architectural design as a form-finding tool simulating traditional sketching
behaviour with paper and pen but allowing the sketch creation in 3D space through tablet and
stylus while capturing temporal data as of the fourth dimension. It is noteworthy that the sketch
creation is guided by different geometric shapes that are used as canvases for stroke projection.
The workflow starts by sketching an architectural element followed by passing the sketch to
the Shape Inference module, which outputs the reconstructed surface mesh of the sketch.
Hence, the reconstructed surface mesh is processed in the Structural Analysis module, whereby
feedback based on the mechanical performance of the design is sent back to the sketching
application. As a proof of concept, the most fundamental architectural element, namely a wall,
is used throughout the pipeline to demonstrate the efficiency of the proposed workflow.

This paper is structured as follows. First, a brief overview of the state-of-the-art on novel AEC
workflows targeting early stages of design and sketching applications taking the structural
analysis part into account is given. Then, the proposed workflow, along with its two main
modules, including the Shape Inference and Structural Analysis and come along- required pre-
processing and post-processing steps are explained thoroughly. However, details of the
sketching application and its main interaction techniques other than the type of data it provides
is not explained as it is not in the scope of this paper. Finally, the current state of the workflow
is discussed, and an overview of the future outlooks is given.

2. Related Works

Various researches have been targeting the early stages of design to automate and integrate
modelling and performance simulations. In the context of 3D sketches, (Mahoney et al, 2018)
presents the prototype of a 3D sketching system to enhance the design exploration in the early
stages. The prototype is aided by machine learning which enables the translation of sketch into
an intermediate description followed by a reconstruction function that translates this description
into a 3D form. The reconstruction function and a set of libraries containing various geometric
elements enable the designer to refine the solution space and produce different outputs from the
same sketch. Another recent work is CASSIE (Yu et al, 2021), a conceptual modelling system
leveraging freehand mid-air gestures coupled with a neatening framework producing a
connected 3D curve network from the sketch. The curve network is subsequently surfaced,
providing an output amenable for presentation, structural analysis, or manufacturing.

217



29" International Workshop on Intelligent Computing in Engineering (EG-ICE)

A few sketching systems integrating structural analysis have been introduced as well. However,
they only work with 2D sketches and are developed for mainly educational purposes. The
FEAsy (Murugappan et al. 2007), is a sketch-based environment for structural analysis in the
early stages of design in which users can transform, simulate, and analyse their finite element
models through freehand sketching within this environment. The tool is coupled with a
beautification module, which simplifies and represents the sketch in a more meaningful way
prior to the finite element analysis. STRAT (Peschel et al, 2008) is another tool for solving truss
problems. Using the freehand sketch of the truss, this tool allows the designer to determine
unknown forces in it with the aid of a sketch recognition system.

Many researches address supporting the architectural designer in the early stages of design
throughout structural recommendations and performance simulations. (Ampanavos et al, 2021)
trained a Convolutional Neural Network (CNN), which iteratively generates structural design
solutions for the sketches of the plans accompanied by real-time guidance before formalisation
into CAD software. Other works used ML as surrogate models to speed-up simulations that are
time-consuming to be employed in the early stages of design. (Nie et al, 2020) uses a CNN for
predicting stress fields in 2D linear elastic cantilevered structures. Successively, (Jiang et al,
2021) achieved a fast mechanical analysis by introducing a new network architecture called
StressGAN for predicting 2D von Mises stress distributions in solid structures. However, in
contrast to recent works in this area that either focus on a specific stage of the design flow such
as modelling, or only work with certain types of (non-) parametric geometries in terms of
dimension, this paper presents a workflow where automation of modelling and structural
analysis happens within 3D space which is relatively more challenging. Simultaneously,
connectivity between different stages of design is prioritised to reach a harmonious integration
of sketching, modelling, and structural simulations.

3. Proposed Workflow: From Shape Inference to Structural Analysis Feedback

The proposed workflow begins with 3D sketching within the developed sketching application
by an architectural designer. The sketch's 3D polylines and the associated temporal data are
recorded throughout the sketching procedure. Afterwards, as the sketching finishes, the sketch's
constituent 3D polylines are sent into the Shape Inference module for surface mesh inference.
The employed reconstruction algorithm in this module digests point cloud data as input. Thus,
the 3D polylines must be converted into a 3D point cloud in the pre-processing step.
Subsequently, the Shape Inference module outputs the reconstructed surface mesh of the
original sketch. Given that the surface mesh will be further processed in the Structural
Analysis module, the outputted surface mesh must be post-processed to create an appropriate
input format for the aforementioned module. As the obtained surface mesh is in 3D format, it
must be transformed into a volume mesh prior to being sent to the Structural Analysis module.
Furthermore, boundary conditions, loads, and material information are added to the volume
mesh before the finite-element analysis (FEA) starts off. Ultimately, the output of this late
module, including the displacements and stresses, is linked and sent back to the sketching
application to be further visualised by the designer. The visualisation assists the architectural
designer so he/she can improve the design in an acknowledged way regarding the structural
implications of his/her design in the early stages. Depicted in the Figure 1, the general overview
of the key steps in the proposed workflow can be seen.

In the subsequent sections, the surface reconstruction algorithm employed in the Shape
Inference and its theoretical background are explained thoroughly. Additionally, the pre-
processing and post-processing steps that come along with the Shape Inference module are
discussed. Finally, the Structural Analysis module operations and linkage of its output back to
the sketching application is described subsequently.
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Figure 1: Overview of the proposed workflow containing two main modules allowing fast structural
analysis feedback in the early stages of design.

3.1 Shape Inference

Once the sketching part is finished, the artist-drawn sketch must be converted into the intended
3D geometric format suitable for other downstream (non-) parametric and engineering
applications. Extensively Artificial Intelligence (Al)-based surface mesh reconstruction
algorithms have been developed for such a scenario, aiding 3D shape reconstruction from 2D
and 3D sketches (Xu et al, 2014, Guillard et al, 2021). The 3D polylines drawn in the sketching
application in our framework can be easily converted into a point cloud. Therefore, surface
mesh reconstruction algorithms using point cloud data as input are straightforward and
reasonable choices to embark on. To do so, a surface mesh reconstruction algorithm called
Points2Surf (Erler et al, 2020) is leveraged to obtain a solid surface mesh of the sketched wall.
In contrast to other Machine Learning (ML)-based surface reconstruction algorithms
(Vakalopoulou et al, 2018, Park et al, 2019), Points2Surf is patch-based and independent from
classes, leading to a better generalisation ability on unseen inputs, making it a reasonable option
to get started.

In order to create a proper input format from the sketch data to be fed to this algorithm, specific
steps need to be performed as pre-processing. In addition, a post-processing procedure must
generate suitable mesh data for structural analysis. Each of these is described in more detail in
the following.

Pre-Processing

In order to utilise the Points2Surf algorithm, firstly, the sketched wall must be converted into a
point cloud from its constituent 3D polylines. To locate 3D points along the drawn 3D polylines,
at every frame at which the Unity Engine's Update function gets called, the contact point of the
ray originating from the camera intersecting the drawing surface is recorded and stored as a 3D
point coordinate. Accordingly, a 3D point cloud of the whole sketch is obtained by merging the
individual 3D polylines' point clouds into one (see Figure 2). Also, prior to feeding the point
cloud into the Points2Surf network, as part of the pre-processing, the point cloud must be
centred at the origin and scaled uniformly to fit within the unit cube. Additionally, within the
developed sketching application, while sketching 3D polylines, the designer can set the width
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parameter for the brush based on his/her willingness, giving thickness to the sketched element.
However, due to the nature of the point sampling strategy of the sketch, this thickness parameter
is discarded. The absence of the explicit thickness in the point cloud creates a problem for the
Points2Surf reconstruction algorithm since it is trained on solid objects with front and back
sides. To solve this issue, normal vectors along the point cloud of the sketch are estimated, and
points are moved along them to give the point cloud a slight implicit thickness. Normal
estimation is done by finding adjacent points and calculating their principal axis using
covariance analysis. The covariance analysis algorithm outputs two opposite directions as the
normal candidates making them not consistently oriented across the point cloud. In that case,
normals are aligned with respect to the tangent planes computed from the point cloud (Hoppe
et al, 1992).

@ ] b)

Figure 2: (a) The sketch of a wall drawn in the sketching application, and (b) The corresponding
obtained point cloud.

Points2Surf

As previously stated, the aim is to reconstruct a surface mesh from a 3D point cloud P =
{p1,p2,...,pn}. The authors of Points2Surf take zero-set of the Signed Distance Function
(SDF) f; as a suitable representation for surfaces for training a neural network:

S=1Lo(fo) ={x € R®*| fs(x) = 0} 1)

The approach taken in Points2Surf consists of the point cloud fed into a neural network with an
encoder-decoder architecture, generating a latent vector and approximating the SDF through
encoder and decoder, respectively:

fs(x) = fp(x) = 5(2), withz = e(P) )

where z is the latent vector obtained through the encoder e from the point cloud P, and s is the
decoder conditioned on the latent vector z. However, encoding a surface with a single latent
vector affects the accuracy and generalisation ability of the network. Consequently, the authors
propose factorising the SDF into two factors: absolute distance £ and sign of the distance £,
where each of them is estimated through separate encoders e and e*, respectively. To estimate
the absolute distance at a query point x, local neighbourhood p¢ from the point cloud P is
chosen and fed to encoder e®. Furthermore, since the interior/exterior of the surface cannot be
reliably determined from a local neighbourhood, encoder e is trained on a global subsample
p® computed from the point cloud P for every query point x to estimate the sign of the distance.
Moreover, the authors found out that instead of having two separate decoders for each, sharing
information between the two latent vectors z¢ and z5 benefits the network, resulting in the
following formulation:
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(Eﬁ(x),ff(x)) = (2%, 2%), with z% = e%(p?) and z5 = e*(p®) 3)

where s is the decoder containing the z% and z* as its inputs, outputting the distance fa and the
sign of the distance fs. Afterwards, the surface S can be reconstructed by applying the

Marching Cubes (Lorensen et al, 1987) to the estimated SDF fa X fS. Figure 3 demonstrates
the overview of Points2Surf architecture.

Lo/ p T p; QSTN>4 sign logit
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Figure 3: Points2Surf architecture. Image taken from (Erler et al. 2020).

The network architecture used for encoders e® and e® are the same as the PointNet (Qi et al,
2017), where a feature representation for each point is computed through a 5-layer Multi Layer
Perceptron (MLP) neural network . Also, the decoder s consists of a 4-layer MLP that takes as
input the concatenated feature vectors z¢ and z$ and outputs the two aforementioned SDF
factors. Assuming the ground-truth surfaces are available during the training for supervision,
the above network is trained in an end-to-end manner regressing the distance and classifying
the sign as positive or negative based on the interiority and exteriority, respectively. Two
separate loss functions are used for the distance and the sign of the distance for the training
procedure. Firstly, L,-based regression is used for the distance:

1%(x, P, S) = |tanh (|f4(x)|) — tanh (|d(x, S)]) |3 4)

where d(.,.) is the ground-truth distance between the query point x and surface S. Secondly,
for sign of the distance classification, the binary cross-entropy loss H is used as follows:

@, P,$) = H (o (F°(), [fs60) > 0]) (5)

where ¢ is the logistic function converting the sign logits to probabilities, and [f;(x) > 0] is
equal to 1 when x resides in the exterior of the surface and is equal to 0 otherwise. Altogether,
the network is optimised with the following loss function compromising of the summation over
these two losses for all shapes and query points of the training set:

Z L4(x,P,S) + LS(x,P,S) (6)

(P,S)ES xEX

The dataset that has been chosen to train the network on is the ABC dataset (Koch et al, 2019).
This dataset includes a collection of one million CAD models. The authors of the Points2Surf
have picked 4950 clean watertight meshes for training and 100 meshes for validation and test
sets. Ultimately, for the inference on the point clouds of the sketches drawn in the developed
sketching application, we have chosen and utilised the best pre-trained model based on the
ablation results trained for 250 epochs. Depicted in Figure 4, a curved wall sketch's 3D
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polylines, its 3D point cloud representation, and the reconstructed surface mesh by the
Points2Surf algorithm can be seen.

o W

(@) (b)

Figure 4: (a) The sketch of the curved wall drawn in the developed sketching application, (b) The
point cloud of it, and (c) The reconstructed surface mesh.

Post-Processing

To translate the obtained surface mesh via Points2Surf into a format suitable for structural
analysis, several post-processing steps must be employed, as discussed next. The reconstructed
surface mesh may not be smooth enough and contain noise over its entirety, given that the
density of the sampled points might differ in different parts of the sketch as the drawing speed
varies. Due to the nature of the sampling strategy within the UnityEngine that is employed in
the pre-processing step, very fast sketching of 3D polylines may leave empty areas in the 3D
point cloud of them, and thus, the reconstructed surface mesh might be rugged. To solve this
challenge, Laplacian smoothing (Vollmer et al, 1999) is employed to remove the noise and
smooth the surface mesh. After smoothing, verifying the watertightness of the surface mesh is
required. A watertight mesh can be defined as a mesh that is edge manifold, vertex manifold
and not self-intersecting. A non-manifold triangle mesh is necessary to be able to carry out the
mechanical structural analysis using finite element-based methods. Thus, the approach
introduced in the ManifoldPlus (Huang et al, 2020) is adopted to convert the reconstructed
surface mesh into a watertight one. ManifoldPlus extracts watertight manifolds from surface
meshes using the exterior faces between the occupied and the empty voxels and a projection-
based optimisation method. Subsequently, the reconstructed surface mesh is prepared for the
application of suitable boundary conditions required for the structural analysis. Within this
context, it is considered that the virtual ground that exists in the sketching application is the
surface where boundary conditions are prescribed. Therefore, the surface mesh has been
levelled at its bottom part, a feature that might not automatically exist due to the absence of
domain knowledge encoded in the Points2Surf reconstruction method. To enforce planarity, the
reconstructed surface mesh is sliced with a plane and capped subsequently, see Figure 5, for the
reconstructed surface mesh and its corresponding smoothed variant with a planar bottom.
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(©) (d)

Figure 5: The reconstructed surface mesh of a curved wall viewed from different angles (top-row) and
its corresponding smoothed variant with a planar bottom (bottom-row).

Tetrahedralization

Finally, the smoothed, watertight surface mesh with a planar bottom is translated into an
analysis-ready volume mesh using the TetWild (Hu et al, 2018) engine, a quite robust engine
that does not require any user interaction. The quality of the resulting volume mesh is a direct
function of the target mesh size, controllable by a tolerance parameter, denoting how much
deviation from the initial surface mesh is permitted. Figure 6 shows the curved wall discretised
with first-order linear tetrahedral elements obtained by the TetWild engine.

Figure 6: The volume mesh of the curved wall generated by the TetWild engine.

3.2 Structural Analysis

The finite element method is used to analyse the response of the sketched structure and assess
its mechanical performance. Apart from the geometrical features, which are well defined by the
post-processed volume mesh, the definition of material behaviour, boundary conditions and
external loads are required together with the selection of an appropriate FE solution strategy.

Problem Definition

Regarding the definition of the material behaviour, we are currently working on implementing
a material database in the sketching application as well as developing a micromechanics-based
model to predict elastic properties for a wide range of bio-composites. In future, the user will
have the possibility to select a broad range of different materials. So far, the materials used for
our testing scenarios are described with isotropic, linear elastic constitutive models.

The material behaviour is thus fully defined by two parameters only, the Young’s modulus
along with the Poisson’s ratio. The limitation to linear elastic material models is made to
provide FE solutions almost in real-time and, thus, allowing for rapid feedback to the designer.
Naturally, it is possible to extend the material database and the underlying models at any time,
e.g. by taking direction-dependency and nonlinear material behaviour into account.
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Displacement boundary conditions, as displayed in Figure 7(a), are automatically applied at the
bottom surface, which is therefore made planar, as described in the previous section. In more
detail, a fixed boundary is considered, where all displacement degrees of freedom in the 3D
space (uy, uy, u,) are restricted and therefore set to zero for every node. All other surfaces are
considered free surfaces.

At last, external loads have to be defined. For this purpose, we focused on deadweight first,
where only the density of the material in the database has to be additionally taken into account.
Furthermore, in the first step, point loads are added at predefined positions to resemble selected
loading states of interest, as illustrated in Figure 7(b). At this point, this is done manually within
the FE software ABAQUS, for reasons to test the consistency and functionality of the proposed
workflow. Subsequently, an automatic linking of the sketching tool and the FE program should
take place via Python code. This allows the designer to define any loading and to mechanically
pre-test his design already in the sketching application.

Figure 7: (a) Visualisation of the displacement boundary conditions at the bottom surface and (b)
placement of a concentrated load on a predefined position (node) on the wall. So far, for the
calculations, the implicit ABAQUS/Standard solver is used. The computed output variables involve
the 3D nodal displacements as well as 3D stress- and strain fields of the whole body, which can be
transferred back to the sketching application.

Linking the Output Back to the Sketching Application

Computation results, such as the comparison between initial undeformed and deformed
configuration (obtained by adding the computed displacements to the original nodal
coordinates) are again visualised in the sketching application, as seen in Figure 8. For this
purpose, the structure is converted back to a surface mesh. A heat map and a legend are also
added to highlight the zones with large displacements. Other modelling results which can be
visualised are stresses and strains in every direction, principal stresses, plastic strains (if plastic
material behaviour is considered) or any other output fields of common FE software. Figure 8
shows the visualisation of the von Mises stresses — a common stress quantity governing yield
for ductile materials such as steel.

This graphical illustration helps the designer to immediately assess the mechanical performance
of the sketched structure. If certain displacements are particularly large, or stresses exceed the
material strength, the designer can immediately react, e.g. by changing the geometry, the used
material, or by adding additional support to the structure.
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(a) (b)
Figure 8: (a) Deformed configuration with highlighted displacements as well as (b) Deformed
configuration with visualised von Mises stresses.

4. Conclusion and Future Work

The early stages of design are mainly the process of exploration and ideation. It is also well
understood that the decisions made at this stage have a significant impact down the line.
However, lack of proper communication among disciplines as well as data and information
losses between design stages makes it time-consuming and simultaneously results in a
decreased design quality. As a step toward improving state-of-the-art workflows within AEC
industry, this paper introduces and showcases a novel workflow automating the geometry
creation followed by fast structural analysis feedback provision at the early stages of design
where sketching is used for form-finding. Further improvements are envisioned at different
parts of the proposed workflow. Primarily, regarding the Shape Inference module, a more
sophisticated approach based on machine learning capturing design intention directly from 3D
polylines and its coupled attributes such as timestamp, pressure, tilt, etc, generating parametric
geometry is quite interesting and challenging to be further researched on and developed.
Moreover, regarding the Structural Analysis module, just the boundary conditions are detected
automatically and transferred to ABAQUS so far, while additional information such as material
and loads can be recognised and carried to this module as well. In the future, we will be able to
draw fixed boundaries, sketch loads and select materials from a database already within the
sketching tool. Also, the integration of warnings shall be implemented, for instance, if
displacements or stresses exceed certain critical values. It is also intended to integrate the Shape
Inference and Structural Analysis modules and codes directly into the sketching application, to
not rely on third-party programming interfaces and softwares, making it more of a unified tool.
At last, the geometry can be exported to be further used in different CAD and computer graphics
tools for tasks such as lighting simulations, paneling, and structural optimization.
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Abstract. Digital transformation in the construction industry demands smart compliance checking
against relevant standards to ensure high-quality project delivery. Due to the diverse characteristics,
the qualitative rule extraction for standards remains labour intensive. Therefore, an efficient and
automated rule extraction method is pivotal. The artificial neural network has beenwidely used for
textual feature extraction in recent years. In this paper, the authors construct an automated rule
extractor based on a bidirectional Long short-term memory (LSTM) neural network model, which
canautomate the extraction of qualitativerules in textual standards and achieves an accuracy of 96.5%
in actual tests. The automated rule extractor can greatly improve the efficiency of converting
unstructured textual rules to structured data. This approach can establish the basis for knowledge
mining of qualitative standards as well as the development of large-scale compliance checking
systems.

1. Introduction

Research on the automated extraction of rules from standards has been carried out since the
1960s (Xue and Zhang, 2021). Rules are accepted principles or instructions that state the way
things are or should be done, which normally can be classified as quantitative or qualitative
according to their quantifiability (Marsal-Llacuna, 2018). Taking the provisions of IBC 2015
in Table 1 as an example, quantitative rules in standards are usually expressed directly through
specific numerical values with units of measurement, which can be easily recognised by regular
expression matching. As it is challenging to quantify the qualitative rules (provision 2 in Table
1), the requirements are generally described in a textual manner. This purely textual description
is distinguished by its variety of forms, flexibility of structure, and logical complexity, which
increases the difficulties in rule localization and feature identification when extracting
qualitative rules automatically (ul Hassan and Le, 2020).

Table 1: Three examples of the IBC 2015 provisions

Number  Description Type
1 The fire separation distance between a building with polypropylene sidingand the  Quantitative
adjacent building shall be notlessthan 10 feet (3048 mm) (Clause 1402.12.2) rule
5 Exterior walls, and the associated openings, shall be designedand constructedto  Qualitative
resist safely the superimposed loads. (Clause 1403.3) rule
The purpose of this code is to establish the minimum requirements to provide a .
. Explanation
3 reasonable level of safety, public health, and general welfare through structural of rules

strength... (Clause 101.3)

For the engineering domain, several rule-based and machine learning extraction algorithms
have been proposed in academia (Gunjan and Bhattacharyya, 2021). Compared to the rule-
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based methods which are inflexible, under-generalized and time-consuming, machine learning-
based algorithms are generally more efficient but less accurate (Hailesilassie, 2016). Thus, the
dominant rule extraction method in the engineering domain is still manual. With the continuous
development and improvement of standards, manual extraction gradually falls short in two
scenarios: multi-standards comparison and administration of complex engineering projects such
as quality assurance and process management. On other hand, the rule-based and the machine
learning-based approaches cannot meet the demands of the industry either, due to their
incapability in efficiency and accuracy.

The authors have therefore developed a rule extractor based on a bi-directional LSTM model
that enables fast, accurate and efficient automated mining of qualitative rules. To develop the
rule extractor, the authors manually created a textual dataset of rules and enhanced it with data
augmentation methods to fulfill a uniform sample distribution and then further improved the
reliability and objectivity of the dataset through the Delphi method. After that, this dataset was
then trained to produce word vectors representing the probability distributions of their
correspondence in the engineering domain and adopted in the training of a bidirectional LSTM
neural network to form the rule extractor. The trained rule extractor eventually achieved 98%
accuracy on the test set and 96.5% accuracy in an actual validation of a qualitative standard.

An automated rule extractor can significantly reduce the proportion of manual work involved
in rule extraction and process a large number of texts of standards in a short period. So, the
arises of an automated rule extractor make it possible to check compliance among multiple
qualitative standards and to conduct large-scale knowledge mining for qualitative standards in
the engineering domain.

2. Related Work

2.1 Overview of Rule Extraction Algorithms

The keyword method is considered the most basic rule extraction method by identifying target
vocabularies (Bedna, 2017), examples are the IF-THEN rule and the M-of-N rule. An
improved approach is to leverage libraries of domain-specific languages, especially knowledge
from domain experts. However, the accuracy of the keyword method lacks generalisability and
highly relies on the libraries provided (Dragoni et al. 2016).

With the development of machine learning, some more intelligent techniques for rule extraction
have been developed. Machine learning-based methods can be classified into heuristic
approaches, regression-based approaches and artificial neural network approaches (Gunjan and
Bhattacharyya, 2021). In heuristics, decision tree ensembles (DTEs) such as random forest (RF)
give high prediction accuracy while being regarded as black-box models (Abell&n et al., 2018).
Support vector machine (SVM), as one of the regression-based approaches, exhibits good
prediction performance when applied to several publicly available data. The downside is that it
requires a pre-defined training model and falls short of scalability (Barakat and Bradley, 2010).

Artificial neural networks (ANN) are more advanced machine learning methodologies for rule
extraction which can be categorised into decompositional, pedagogical and eclectic approaches,
as proposed by Andrews et al. (1995). The decompositional method works by synthesising the
activation rules, along with weights and biases of the hidden layers of the neural network. The
pedagogical rule extraction works by matching the input-output relationship to the way that
neural networks interpret it (Gethsiyal Augasta and Kathirvalavakumar, 2012). While the
eclectic approach is a hybrid between pedagogical and decompositional methods, it generally
analysis the ANN at the individual unit level but extracts rules at the global level (Hruschka
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and Ebecken, 2006). A decompositional technique is substantially more translucent compared
with pedagogical algorithms, but it can be time-consuming as it is delivered layer by layer
(Zarlenga et al., 2021). While in terms of computational limitation and execution time, the
pedagogical approach usually delivers more performance than the decompositional.

2.2 Delphi Method

The Delphi method is a structured decision support technique that aims to obtain relatively
objective information, opinions and insights through the independent and iterative subjective
judgment of multiple experts in the information collection process (Hsu and Sandford, 2007).
The survey team conducted multiple rounds of consultation with selected expert groups through
anonymous approaches and then compiled the expert opinions from each round. This process
is repeated several times until there is a convergence of opinion, resulting in a more consistent
and reliable conclusion or solution.

2.3 Data Augmentation

Data augmentation techniques were originally applied in the field of computer vision, where
the core approach was to create new image data by panning, rotating, compressing and adjusting
the colour of an image (Xieet al., 2022). Unlike image data, data in natural language is discrete.
Therefore, it is not feasible to perform a direct and simple transformation of the input data,
which would most likely change the original meaning of the sentence. Currently, the two
categories of text data augmentation methods commonly used in natural language processing
are text representation-oriented augmentation and text-oriented augmentation. Text
representation-oriented augmentation focuses on the processing of the feature representation of
the original text, while original text-oriented augmentation is carried out by replacing synonyms
or deleting words in the original text (Shortenet al., 2021). Back translationis a typical method
of text-oriented augmentation, which re-translates content from the target language back to its
source language in literal terms to obtain a sentence with a similar meaning but in a different
expression (Edunov et al., 2018). This method enables not only the substitution of synonyms
and the addition or deletion of words but also the reconstruction of the word order in sentences.
Thus, back-translationis a very effective and reliable approach to augmenting textual data.

2.4 LSTM Neural Network

Long short-term memory (LSTM) neural networks are a special type of recurrent neural
network (RNN) model, which is widely utilized in natural language processing and time-series
prediction (Hochreiter and Schmidhuber, 1997). In contrast to RNNs, LSTMs introduce the
concept of cell state and control the update of information on cell states through gate states,
thus solving the problem of long-term dependencies. As a consequence, LSTM models can
acquire better performance on feature learning of long sequences. In natural language, the
meaning of a word or sentence is not only influenced by the previous content but is also related
to the following content (Schuster and Paliwal, 1997). A bidirectional LSTM model that learns
features from both forward and backward directions can capture more information and obtain
better training results.

3. Methodology

The automated extractor of the qualitative rule is essentially a binary classifier trained from a
neural network model. The underlying principle of qualitative rule extractionis similar to that
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of sentiment classification in natural language processing, in that the neural network model is
trained with a large number of annotated rule texts to learn the sequential and lexical features
of the textual rules, thus achieving the identification and extraction of qualitative rules.

Therefore, this research followed the training process of neural network models, including six
main steps: dataset creation, data pre-processing, word vector embedding, neural network
model construction, data loading, training and validation. The specific flowchart of this research
is shown in Figure 1.

Delphi
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Figure 1: The development flowchart for an automated qualitative rule extractor

As all the qualitative rules in the dataset were manually extracted from the standard files, the
labels of the rule samples in the dataset are inevitably subjective. In this research, the authors
adopted the Delphi method to validate the labels of the rule samples to improve the objectivity
and reliability of the dataset. To address the problem of uneven data distribution, the authors
applied the Back Translation method to optimise the dataset and further improve the robustness
and generalisation of the trained model. Considering that most of the qualitative rules in the
dataset are derived from engineering standards, the authors embedded words in the dataset with
word vectors trained from the lexicon of the engineering domain to achieve higher accuracy.
At the end of this research, the trained model was validated using a specific engineering
standard to investigate the actual performance of the extractor.

Due to space limitations, this paper only focuses on solving the problem of locating and
identifying qualitative rules in the standard. The extracted rules still retain the original sentence
format, which is the same as the unextracted rules in Table 3. The extraction of entities and
relationships within the qualitative rules and the transformation to computer-processable rules
will be further illustrated in the following papers.

4. Case Study

4.1 Text Dataset Creation

For the qualitative rule extractor in this research, there is no open dataset that fully satisfies the
experimental requirements. The author, therefore, chose to manually build a small sample
dataset and combine it with textual data augmentation methods to develop a dataset that is
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suitable for training. To ensure that the extractor not only can solve the research problem but
also has sufficient generalisation capabilities, the research group manually extracted 826 rule
samples from 6 international and national engineering standards, which are listed in Table 2.
These standards cover a wide range of aspects of the building and construction domain,
including quality management, energy management, information management process,
building design, etc.

Table 2: Engineering standards included in the rule dataset.

Standard D inti Published No. of Rules
Code escription by extracted
ISO 9001 Quality management systems Requirements 1SO? 216
1SO 14001 Environmental managgmentsystems—Requwements with 1SO 169
guidance for use
1SO 50001 Energy management systems - Requirements with 1SO 153
guidance for use
Organization and digitization of information about 199
ISO 19650-1 buildings and civil engineering works, including building I1SO
information modeling (BIM)
20151BC International Building Code ICCP 48
GB/T 51212 Unified standard for building information modeling MOHURD¢ 41

aInternational Organization for Standardization, PICC - International Code Council, ‘MOHURD — Ministry
of Housing and Urban-Rural Development of China

4.2 Data Augmentation

After completing the initial extraction of the qualitative rules, there were 826 samples in the
dataset, containing 573 rule samplesand 253 non-rule samples. In general, the number of rule
texts in the standard file is more than the number of non-rule texts. Currently, it is generally
accepted that 1000 samples per category are required to be collected to achieve more accurate
results when training neural network models for classification. In other words, there should be
2000 samples in the dataset of this research, including 1000 qualitative rule samplesand 1000
non-rule samples. To meet the requirement of sample size, the authors chose to utilize back
translation in data augmentation techniques to expand the dataset and balance the number of
positive and negative samples. In the experimental process, the research group selected the
more commonly used French and Mandarin as intermediate languages to implement the back
translation of the samples. The specific procedure was as follows.

1) Count the number of positive and negative samplesto be augmented

2) Randomly select a corresponding number of positive and negative samples in the dataset
according to the statistical results

3) The selected samples were translated into French and Mandarin one by one with the help
of a third-party translator (Google translation), and then translated back into English by
another translator (DeepL) to become the translated samples.

4) The newly translated samples were compared with the original samples, and if their
expressions were different, the translated samples were added to the dataset as augmented
samples.
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The augmented rule dataset contains 2000 samples, of which 1000 are positive rule samples
and 1000 are negative non-rule samples. The dataset developed in this research can be accessed
through https://gitlab.com/LonelyRanger/rules-extraction.qgit

4.3 Delphi Dataset Validation

The problem of small sample size and uneven sample distribution in the dataset has been
addressed utilizing data augmentation. Another issue that needs to be addressed is the reliability
of the samples and labels in the dataset. In this research, the research team followed the Delphi
method to bring together five experts with a deep understanding of engineering standards to
validate the samples and labels in the dataset. The validation process was as follows.

1) The full sampleand label data underwent the first round of expert group validation.

2) The research group collates and tallies the validation results from the expert group. For
samples where all experts agree, they can pass the validation directly. If more than half of
the experts agree on the sample, the research group modifies the sample appropriately
based on the experts' opinions and then validates it in the next round. If the sample passes
the validation by only a few experts, a new sample of the same label type is generated by
data augmentation to replace the original sample and is validated in the next round.

3) All adjusted samples were subjected to the above two steps of validation again until all
experts came to an agreement.

In this research, after completing four rounds of validation and modification, the five experts
reach an agreement on the qualitative rules and labels for the dataset. At this point, the 2000
samples in the dataset possessed a high degree of objectivity and reliability.

4.4 Textual Data Pre-processing

In this research, the pre-processing of the textual data is divided into four steps: (1) removing
non-textual parts of the samples, such as punctuation, special characters, etc.; (2) splitting the
rule samples into sequences consisting of individual words using the word splitting function;
(3) removing stop words from the individual sample sequences. (4) counting the characteristics
of the data set, such as the number of samples, the maximum sequence length, the size of the
lexicon, etc. The rule samples in the dataset are all derived from standard clauses, which have
a normative presentation. Therefore, noise removal and text normalisation are not necessary for
the pre-processing stage of this research.

4.5 Word Embedding

Text is a piece of unstructured data information that cannot be directly computed. Word
embedding is a digital text representation method that transforms unstructured textual data into
structured data that can be recognised and computed. The more mainstream methods currently
utilize word vectors (Word2vec, GloVe (Pennington et al., 2014)) pre-trained on large corpora
as word representations. This research is aimed at the engineering domain, where the
probability distribution of words is somewhat different from that of the larger corpus. The pre-
trained GloVe word vector is adopted as the initial value for word embedding and modified by
the backpropagation algorithm during the training process according to the distribution pattern
of the vocabulary in the dataset, which can make it more consistent with the probability
distribution of the vocabulary in the engineering domain.
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4.6 Neural Network Training

According to the statistics of the text pre-processing stage, the maximum length of the sample
sequences in the dataset was 52 and the average length was 23.56. Considering the advantages
of LSTM models in long sequence learning, the authors selected a bidirectional LSTM model
as the training model for the rule extractor. The bidirectional LSTM model in this research is
composed of one embedding layer, two LSTM layers and one Dense layer, containing a total
of 303,775 trainable parameters. The model structure is shown in Figure 2. Each LSTM layer
is followed by a dropout layer with dropout rates of 0.5 and 0.25, respectively.

e N
Neural Network Model
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I Size =128

o
>
y \ 4
- - -
h h h
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y y

Parameters = 58880

Backward LSTM
Size =128
Parameters = 98816

B

Forward Dropout Layer
Dropout Rate = 0.5

Backward Dropout Layer
Dense Layer (Size = 1, Parameters = 129) Dropout Rate = 0.25

(. /

Figure 2: Structure of the neural network model for automated qualitative rule extraction

For the partitioning of the dataset, the authors applied random sampling to divide the entire
dataset intoatraining set, a validation setand atest set inthe ratio of 6:2:2. The hyperparameters
of the neural network model, such as batch size, trainable layer size and dropout rate, are set
based on the authors' previous experimental experience in neural network model training. In
addition, neural network models with these hyperparameters are widely used in various natural
language processing tasks and usually perform well in learning. Another hyperparameter, epoch,
cannot be predicted before training. Given the low diversity of the dataset, the authors
determined to train the model with 10 epochs, 20 epochs and 30 epochs to investigate the
detailed training performance of the model.

4.7 Actual Standards Validation

The dataset in this research was built manually by the research group. Hence, the textual feature
distribution may slightly differ from the real standard file, which is possibly lead to a deviation
in the actual performance of the rule extractor. Therefore, the generalisation error of the rule
extractor is required to be verified through actual tests after the model has been trained. The
authors use the trained extractor to extract qualitative rules from a new engineering standard
(1SO19650-2) and compare the automatic extraction results with those of the manual extraction
by experts to evaluate the performance of the rule extractor in practice.
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5. Result

To find a better performing training epoch, the authors trained the model for 10 epochs, 20
epochs and 30 epochs, and observed the changes in loss and accuracy during training. As shown
in Figure 3, after 10 epochs of training, the loss of the model underwent a continuous decline,
which indicates that the model did not reach the optimal training state. After 20 epochs of
training, the loss of the model is still decreasing but gradually stabilizing, suggesting that the
model is close to the optimal state. After 30 training epochs, the model reached its optimal state,
with both loss and accuracy fluctuating withinasmall range. The trained model achieved a final
accuracy of 98% on the test set.

Model Training Result
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Figure 3: Training results under different training epochs

In the session of the actual standards validation, the expert group manually extracted a total of
228 qualitative rules from ISO19650-2. Relatively, the trained rule extractor extracted 220 rules
from 1SO19650, which achieved an accuracy rate of 96.5%. The eight missing qualitative rules
are listed in Table 3. The rule extractor can therefore be tentatively concluded to have a good
performance in the qualitative rule extraction for engineering standards.
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Table 3: List of the 8 unextracted rules in the actual standard validation.

Number Description of Unextracted Rules

The national standards organizations of the following countries are bound to implement this

! European Standard.

2 Each member body interested in a subject for which a technical committee has been established has
the right to be represented on that committee.

3 ISO shall not be held responsible foridentifying any or all such patent rights.

4 This document is applicable to built assets and construction projects of all sizes and all levels of
complexity.

5 The amount of thought involved, the time taken to complete it and the need for supporting evidence

will depend on the complexity of the project.

6 This document can be used by any appointing party.

Theappointingparty's defined information exchange points within each of the principal work stages
are to be used in defining the project's information requirements.

It is recommended that this is done as a separate appointment before procurement of any other
appointed party starts.

6. Discussion

The diverse features of qualitative rules make it a challenge for traditional algorithms to identify
and locate rules. The manual extraction of rules is essentially away of summarising the features
of the text in the standards through human comprehension, thus achieving accurate recognition
of the rules. This style of learning is mechanistically identical to the training of artificial neural
networks that mimic the human brain's nervous system. Therefore, theoretically it is possible
to enable automated rule extraction by training artificial neural networks. Compared with an
open language environment, the expression and description of the rules in the standards are
more normative, which implies the textual features are more distinct. Consequently, the trained
neural network model was able to acquire a high accuracy on the test set.

In addition to the training results of the model itself, the actual performance of the rule extractor
is also closely related to the quality of the dataset. Only if the dataset has a similar sample
distribution to that of the application environment can the extractor acquire an accuracy close
to the test set in actual applications. Through this research, the authors provide researchers who
are facing similar problems with a solution to quickly build reliable small sample domain
datasets.

In the actual standard validation, the rule extractor achieves an accuracy of 96%, which
indicates that the rule extractor can automate rule extraction to some extent, and significantly
reduce the manual work involved. However, given the nature of the rule extraction task, the
extractor can only fully substitute manual extraction if its extraction accuracy is close to 100%.
As can be seen from Table 3, the rule extractor has some deficiencies inthe recognition of rules
with a weak feature. This may be caused by the non-linearity of the activation function. In this
research, the Softmax function is utilised as the activation function for output, which may be
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not sensitive enough for a weak feature. The research group will try some other activation
functions to improve the recognition performance in future research. In addition, the use of
abbreviations (unextracted rule 3) results in the loss of semantic information in the context,
which may affect the recognition of qualitative rulesto some extent.

In the experimental process of this study, the selection of the neural network model and the
setting of some of the hyperparameters are based on the authors' previous research experience.
Consequently, further research is needed on model selection and the setting of hyperparameters
to obtain the best training performance. In addition, there is also room for further reduction of
the generalisation error of the rule dataset.

Although this research focuses on qualitative rules in the engineering domain, the authors
believe that this rule extractor is essentially capable of extracting rules from other domains due
to their similarities in textual characteristics. For a more accurate result, transfer learning can
be applied with this rule extractor as a pre-training model.

7. Conclusion

Automated extraction of qualitative rulesis a pressing challenge in the research of engineering.
In this research, the authors built a highly reliable domain dataset employing data augmentation
and Delphi expert validation, and further developed an automated qualitative rule extractor by
training a bi-directional LSTM model on this dataset. The extractor achieves an accuracy of
96.5% on the actual standards test and is therefore primed for application to practical tasks. For
future work, alternative artificial neural network models and hyperparameters can be
investigated for potential improvement in accuracy. It is expected that the automated rule
extractors can replace traditional manual extraction methods to a certain extent and largely
improve the efficiency of transforming unstructured textual rules into structured rules. The
realisation of automated extraction of qualitative rules is of great significance for the future
establishment of large-scale semantic rule knowledge bases and multi-standard compliance
checking systems.
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Abstract. The importance of evaluating the performance of electric power demand flexibility in
buildings has increased in recent years due to the expected participation of demand resources in
reliability-based grid services. All demand flexibility assessments involve a degree of uncertainty
when measuring the magnitude of demand response events, due to the uncertainty in the
counterfactual load estimation. The objective of this work is to understand how distinct factors
contribute to uncertainty in measuring HVAC-enabled demand response in buildings. More
specifically, we will vary two factors that are known to contribute to the uncertainty of the observed
event: choice of baseline model and choice of assessment boundary. The practical implication of our
analysis is to contribute to the design of improved measurement and verification protocols for
demand flexibility in buildings.

1. Introduction

1.1 Overview

The value of electric power demand flexibility as a quantifiable and reliable grid resource is
increasing with a modernizing electric grid. This is evident by the active participation of
demand resources in energy and ancillary services markets within different regulatory bodies
(FERC, 2021). Buildings are the largest part of these demand resources and the deployment of
grid-interactive technologies in this sector is anticipated (Neukomm, Nubbe and Fares, 2019).
A fundamental technology requirement for this transition is the development of improved
performance assessments and trustworthy metrics that quantify their demand flexibility
(Satchwell et al., 2021). Current measurement and verification (M&V) protocols were designed
for an electric grid that benefited from but did not depend on demand flexibility. Performance
assessments are critical for reliable system support, transparent financial settlements and,
overall increasing the trustworthiness of demand resources (Goldberg and Agnew, 2013). The
challenge in designing performance assessment protocols is that it involves the estimation of
the unaltered baseline load, and this step inevitably introduces error between the real load
modification and the measured load modification. Moreover, the effects of these errors are
event-specific due to the varying accuracy of baseline models. The main approach to reduce the
uncertainty, when measuring the real load modification, is to improve prediction accuracy
through the choice of baseline model. Another known approach involves the choice of
assessment boundary (i.e., level at which the demand flexibility is documented) which can
improve the accuracy when measuring an event. These choices play a significant role in the
design of M&V protocols and are the source of investigation for this paper. The objective of
this work is to understand how the choice of baseline model and assessment boundary contribute
to the measurement uncertainty of demand flexibility events. We will narrow our focus to
heating ventilation and air conditioning (HVAC) flexibility in commercial buildings as it
accounts for a substantial portion of flexible electricity consumption in the building sector (Roth
and Reyna, 2019). Furthermore, we will extend the analysis to different climate zones
(ASHRAE, 2019), given that HVAC demand flexibility heavily depends on this factor. The
understanding of how these factors contribute to measurement uncertainty of demand flexibility
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events can provide insight into the design of improved M&V protocols tailored to different
requirements and applications.

1.2 Existing Research

Understanding the sources of measurement uncertainty for demand flexibility (DF) events has
been an important topic in the design of M&V protocols (KEMA-XENERGY, 2003). As this
problem is inherent to the value of demand flexibility, studies on comparing the accuracy of
baseline models are common in settings beyond academic research (KEMA, 2011; Nexant,
2017). Various demand flexibility baseline models have been proposed, but they all generally
fall into the following categories: averaging, simple regression, and machine learning
(Amasyali and El-Gohary, 2018). Of these, averaging models cover the majority of industry
practice (IRC (ISO/RTO Council), 2018). Simple regression models, such as the time-of-the-
week and temperature model, have been proposed with an improved accuracy over averaging
models (Taylor and Mathieu, 2015). Additionally, machine learning models, in recent years,
joined the conversation due to their increased prediction accuracy (Zhang et al., 2021).

Although literature for more accurate baseline models is ample, studies of the effect of baseline
prediction on DF measurements is scarcer. Some works have investigated the uncertainty
introduced by the source and frequency of the input data used on the model prediction
(Coughlin et al., 2009; Granderson and Price, 2014). Similarly, a more recent work explored
the bias of common baseline models when evaluating peak electricity load reduction
(Granderson et al., 2021). One of the strengths of these studies is the use of real building
experimental results as opposed to simulated. However, the main drawback is that the obtained
results are not contextualized by the magnitude of potential DF events. A study that does have
this context, evaluated the variability of DF measurements when using a specific time-of-the-
week and outdoor air temperature baseline model (Mathieu, Callaway and Kiliccote, 2011).
One primary finding is that DF measurement error is primarily driven by baseline model error.
However, validation of the source and magnitude of this error was complicated due to the
comparison being done on only 95 observations throughout multiple buildings.

The other factor explored in this study is the choice of assessment boundary on which to
measure the DF event. The assessment boundary refers to the measurement level at which the
DF event is documented (Schiller, Schwartz and Murphy, 2020). Although there are a few
options for the assessment boundary, in this work we will focus on the HVAC and total building
electricity consumption. The main difference between the two is that the building energy
consumption is the combination of HVAC load and all other loads. The intuition is that, in some
circumstances, divorcing controllable and non-controllable loads (i.e., sub-metering) has the
potential to improve the accuracy of the measurement (Cappers et al., 2013). The mechanisms
through which this could be true is two-fold. First, baseline models can have a more accurate
fit at the HVAC boundary than total building because the explanatory variables commonly used
have a more direct relation to power. Second, load modifications have a larger relative impact
at more granular assessment boundaries. Several works have studied the accuracy trade-offs of
submetering to obtain more accurate DF assessments (Ji et al., 2016; Lei, Mathieu and Jain,
2021). However, these studies start with the assumption that the HVAC boundary will be more
accurate and do not explore the trade-offs when compared to using total building power. Itis
also important to note, that there are studies that have found that the choice of assessment
boundary is inconsequential (Motegi et al., 2004).

In this work, we cover the influence of these two factors by generating an extensive simulation
dataset on which we empirically analyze their effects on measured DF events. There are four
primary distinctions from prior works. First, we expand the comparison to five different
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baseline models including averaging, simple regression, and machine learning. Second, we
document the accuracy tradeoffs of the total building and HVAC assessment boundary. Third,
we apply various performance metrics relative to the magnitude of the simulated events. Fourth,
we analyze these factors for five different ASHRAE climate zones (ASHRAE, 2019). The
expected outcome of these results is to inform the design of future M&V protocols.

2. Proposed Approach

To evaluate how the selected factors affect measurement uncertainty of demand flexibility we
wil